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Introduction

The research on risks, threats and exposures continues to demonstrate the need for taking an assertive approach
to information risk management. According to published sources:

+ From 1989 to early 2003, the number of security incidents increased from 130 to over 42,000

+ From 2000 to early 2003, the number of security vulnerabilities reported total over 900, which is
over twice that of the sum of vulnerabilities reported for the five previous years

+ Since 1995, the annual increase in risk from internet hacking is up 60% per year (U.S.)

+ Since 1995, the annual increase in risk from viruses and worms is up over 100% per year (U.S.)

Of course, precursors for taking an assertive approach to information risk management are possession of
the requisite knowledge and skills as well as the ability to practically apply that knowledge. The mission of the
Information Security Management Handbook (ISMH) is to arm the reader, so that you are prepared to do battle
in this challenging environment. The ISMH is designed to cover in detail the ten domains of the Information
Security Common Body of Knowledge and offer pragmatic counsel on implementation of technologies,
processes and procedures. It is designed to empower the security professional, the information technology
professional and the chief information officer with information such that they can do their duty, protect the
information assets of their organizations.

This Volume 5 is a blend of some of the most current articles from the previous edition along with new
articles that may not have been covered previously. It also includes articles on tried and true topics such as
policies, firewalls and Internet security, but with a differing focus or distinction based on the various authors’
experiences.

As always, this edition is a comprehensive tome that offers vast amounts of information protection and
security advice, from policy development to cryptographic fundamentals and everything between. Whether
the reader is an experienced and certified professional (CISSP), an IT executive, or a novice firewall adminis-
trator, there is something worthwhile for all.

Hal Tipton
Micki Krause

December, 2003

© 2004 by CRC Press LLC



Domain 1
Access Control
Systems and
Methodology




The Access Control Systems and Methodology domain addresses the collection of mechanisms that permits
system managers to exercise a directing or restraining influence over the behavior, use, and content of a system.
Access control permits management to specify what users can do, what resources they can access, and what
operations they can perform on a system.

Given the realization that information is valuable and must be secured against misuse, disclosure, and
destruction, organizations implement access controls to ensure the integrity and security of the information
they use to make critical business decisions. Controlling access to computing resources and information can
take on many forms. However, regardless of the method utilized, whether technical or administrative, access
controls are fundamental to a well-developed and well-managed information security program.

This domain addresses user identification and authentication, access control techniques and the adminis-
tration of those techniques, and the evolving and innovative methods of attack against implemented controls.

Biometrics are used to identify and authenticate individuals and are rapidly becoming a popular approach
for imposing control over access to information, because they provide the ability to positively identify someone
by their personal attributes, typically a person’s voice, handprint, fingerprint, or retinal pattern. Although
biometric devices have been around for years, innovations continue to emerge. Understanding the potential
as well as the limitations of these important tools is necessary so that the technology can be applied appro-
priately and most effectively. We will lay the foundations here and follow up with more detail in Domain 10:
Physical Security.

Nowhere is the use of access controls more apparently important than in protecting the privacy, confiden-
tiality, and security of patient healthcare information. Outside North America, especially in European countries,
privacy has been a visible priority for many years. More recently, American consumers have come to demand
an assurance that their personal privacy is protected, a demand that demonstrates awareness that their medical
information is becoming increasingly widespread and potentially subject to exposure. The Health Insurance
Portability and Accountability Act (HIPAA) of 1996 for medical information and the Gramm-Leach-Bliley
Act of 1999 for financial information, just to name two regulations, are definitive evidence that the U.S.
Government has heeded the mandate of American citizens.

Malicious hacking has been a successful means of undermining information controls and an increasing
challenge to the security of information. Hackers tend to chip away at an organization’s defenses and have
been successful on far too many occasions. In this domain, readers learn about the advancing, state-of-the-art
attack tools that have led to highly publicized scenarios; for example, the recent defacement of the U.S.
Department of Justice Web site and denial-of-service attacks on many commercial sites.

Social engineering techniques are another of many ways to undercut the installed controls while taking
advantage of human nature. In social engineering, unscrupulous persons use devious means to obtain infor-
mation that can be applied to defeat implemented controls. For example, envision a call to an unsuspecting
user by someone masquerading as a desktop technician, in which the caller says he needs the user’s network
password to diagnose a technical problem and then uses that password to compromise the system.
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Enhancing Security
through Biometric
Technology

Stephen D. Fried, CISSP

Introduction

The U.S. Immigration and Naturalization Service has begun a program that will allow frequent
travelers to the United States to bypass the personal interview and inspection process at selected
major airports, by taking electronic readings of the visitor’s hand to positively identify the traveler.
A similar system is in use at the U.S./Canada border that uses fingerprints and voice recognition to
identify people crossing the border.

In 1991, Los Angeles County installed a system that uses fingerprint identification to reduce fraud-
ulent and duplicate claims in the county’s welfare system. The county saved more than $5 million
in the first six months of use.

Casinos from Las Vegas to Atlantic City use face recognition systems to spot gambling cheats, card
counters, and criminals in an attempt to reduce losses and protect their licenses.

All these systems have one thing in common: they all use biometrics to provide for enhanced security of
people, locations, or financial interests. Biometrics is becoming one of the fastest growing segments of the
security field and has gained a great deal of popularity both in the popular press and within the security
profession. The use of biometrics — how it works, how it is used, and how effective it can be — is the
subject of this chapter.

Biometrics Basics

From its Greek origins, the term “biometrics” literally means “the measurement of life.” In more practical
usage, biometrics is the science of measuring and analyzing biological information. The use of biometrics
involves taking the measurements of various aspects of living (typically human) beings, making analytical
judgments on those measurements, and taking appropriate action based on those judgments. Most typically,
those judgments help to accurately identify the subject of the measurement. For example, law enforcement
officials use the biometric of fingerprints to identify criminals. If the fingerprints of a suspect correspond to
the collected at a crime scene, the suspect may be held for further questioning. If the fingerprints do not, the
suspect may be set free. In another example, security cameras can scan the faces in the crowd at a football
stadium, then match the scanned images against a database of individuals known to be associated with
terrorism. If one of the faces in the crowd matches a face in the database, police can take action to take that
person into custody. Such a system was used at the 2001 Super Bowl in Tampa Bay, Florida. The system
identified 19 individuals in the crowd with criminal records.
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Security professionals already have a wide variety of identification and authentication options available to
them, including ID badges, passwords, PINs, and smart cards. So why is biometrics different, and why is it
considered by many to be the “best” method for accurate identification and authentication? The answer comes
from the nature of identification and authentication. Both these processes are based on the concept of unique-
ness. They assume that there is some unique aspect to an individual that can be isolated and used to positively
identify that individual. However, current forms of identification and authentication all suffer from the same
fallacy: the “unique” property they measure is artificially attached to the individual. User IDs and passwords
are assigned to users and must be remembered by the user. ID badges or tokens are given to users who must
then carry them in their possession. Certificate forms of authentication, such as driver’s licenses, passports, or
X.509 public key certificates are assigned to a person by some authority that attests to the matching between
the name on the certificate and the picture or public key the certificate contains. None of these infallibly identify
or authenticate the named individual. They can all be fooled or “spoofed” in some form or another.

Biometrics approaches the uniqueness problem in a different way. Instead of artificially attaching some type
of uniqueness to the subject, the uniqueness is determined through an intrinsic quality that the subject already
possesses. Characteristics such as fingerprints, retina patterns, hand geometry, and DNA are something almost
all people already possess and are all naturally unique. It is also something that is with the person at all times
and thus available whenever needed. A user cannot forget his finger or leave his voice at home. Biometric traits
also have an intrinsic strength in their uniqueness. A person cannot choose a weak biometric in the same way
he can choose a weak password or PIN. For very high-security applications, or situations where an extremely
high assurance level for identification or authentication is required, this built-in uniqueness gives biometrics
the edge it needs over its traditional identification and authentication counterparts.

How Does Biometrics Work?

Although the physiology behind biometrics is quite complex, the process of using biometric measurements in
an application is relatively simple. The first step is to determine the specific biometric characteristic that must
be measured. This is more a function of practicality, personal preference, and user attitude than a strict
technology question. The different factors that go into selecting an appropriate biometric measurement are
discussed later in this chapter.

Once the specific characteristic to be measured has been determined, a reading of that biometric is taken
through some mechanical or technical means. The specific means will be based on the biometric characteristic
selected, but biometric readings are generally taken by either (1) photographing or scanning an image of the
characteristic, or (2) measuring the characteristic’s life signs within the subject. Once the reading is taken, it
needs to be modified into a form that makes further comparison easier. Storing the entire scanned or read
image for thousands of people would take up large amounts of storage space, and using the whole image for
comparison is inefficient. In reality, only a small portion of the entire image contains significant information
that is needed for accurate comparison. These significant bits are called match points. By identifying and
gathering only the match points, biometric measurements can be made accurately and data storage require-
ments can be significantly reduced.

The match points are collected into a standard format called a template. The template is used for further
comparison with other templates stored in the system or collected from users. Templates are stored for later
retrieval and comparison in whatever data storage system the biometric application is using. Later, when a
user needs to be identified or authenticated, another biometric reading is taken of the subject. The template
is extracted from this new scan and compared with one or more templates stored in the database. The existence
or absence of a matching template will trigger an appropriate response by the system.

Biometric Traits

All biometric systems are based on one of three different types of human traits. Genotypic traits are those that
are defined by the genetic makeup of the individual. Examples of genotypic traits are facial geometry, hand
geometry, and DNA patterns. It is interesting to note that genotypic traits found between identical twins or
clones are very similar and often difficult to use as a distinguishing characteristic to tell the two apart.

© 2004 by CRC Press LLC



Randotypic traits are those traits that are formed early in the development of the embryo. Many of the body
features that humans possess take on certain patterns during this stage of development, and those patterns are
distributed randomly throughout the entire population. This makes duplication highly improbable and, in
some cases, impossible. Examples of randotypic traits are fingerprints, iris patterns, and hand-vein patterns.

Behavioral traits are those aspects of a person that are developed through training or repeated learning. As
humans develop, they learn certain modes of behavior that they carry throughout their lives. Interestingly,
behavioral traits are the one type of biometric trait that can be altered by a person through re-training or
behavior modification. Examples of behavioral traits include signature dynamics and keyboard typing patterns.

Common Uses for Biometrics

The science and application of biometrics has found a variety of uses for both security and non-security
purposes. Authentication of individuals is one of the most popular uses. For example, hand scanners can be
used to authenticate people who try to access a high-security building. The biometric reading taken of the
subject is then compared against the single record belonging to that individual in the database. When used in
this form, biometric authentication is often referred to as positive matching or one-to-one matching.

Very often, all that is needed is basic identification of a particular subject out of a large number of possible
subjects. Police in the London borough of Newham use a system of 140 cameras mounted throughout the
borough to scan the faces of people passing through the district. Those faces are compared against a database
of known criminals to see if any of them are wandering around Newham’s streets. In this particular use, the
biometric system is performing negative matching or one-to-many matching. Unlike the single-record lookup
used in positive matching, each sample face scanned by the Newham cameras is compared against all the
records in the police database looking for a possible match. In effect, the system is trying to show that a
particular face is not in the database (and, presumably, not an identified criminal).

Fraud prevention is another common use for biometrics. When a user goes through biometric authentication
to access a system, that user’s identity is then associated with every event, activity, and transaction that the
user performs. If a fraudulent transaction is discovered or the system becomes the subject of an investigation
or audit, an audit trail of that user’s actions can be produced, confirming or refuting their involvement in the
illicit activity. If the personnel using the system are made aware of the ID tagging and audit trails, the use of
biometrics can actually serve as a deterrent to prevent fraud and abuse.

Biometrics can also be used as a basic access control mechanism to restrict access to a high-security area by
forcing the identification of individuals before they are allowed to pass. Biometrics are generally used for
identification only in a physical security access control role. In other access control applications, biometrics is
used as an authentication mechanism. For example, users might be required to biometrically authenticate
themselves before they are allowed to view or modify classified or proprietary information. Normally, even in
physical access control, it is not efficient to search the database for a match when the person can identify
himself (by stating his name or presenting some physical credential) and have the system quickly perform
positive matching.

A less security-oriented use of biometrics is to improve an organization’s customer service. A supermarket
can use facial recognition to identify customers at the checkout line. Once customers are identified, they can
be given the appropriate “frequent-shopper” discounts, have their credit cards automatically charged, and have
their shopping patterns analyzed to offer them more personally targeted sales and specials in the future — all
without the customer needing to show a Shopper’s Club card or swipe a credit card. Setting aside the privacy
aspect of this type of use (for now), this personalized customer service application can be very desirable for
consumer-oriented companies in highly competitive markets.

Biometric Measurement Factors

As with any process involving measurement, mechanical reproduction, and analysis, here there are many factors
that contribute to the success or failure of the process. All of these factors fall into two general categories:
properties of the characteristics measured and properties of the measurement process.
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Characteristic Properties

The most important requirement for determining if a particular characteristic is suitable for biometric mea-
surement is uniqueness. The specific characteristic must be measurably unique for each individual in the subject
population. As a corollary, the characteristic must be able to produce comparison points that are unique to
the particular individual being measured. This uniqueness property is essential, as two people possessing
identical characteristics may be able to fool the measurement system into believing one is the other.

The characteristic must also be universal, existing in all individuals in the population being measured. This
may sound easy at first, because everyone has fingerprints, everyone has DNA, and everyone has a voice. Or
do they? When establishing a biometric measurement system, security practitioners need to account for the
fact that there will be some part of the measured population that does not have a particular characteristic. For
example, people lose fingers to accidents and illness and some people cannot speak. For these people, fingerprint
analysis or voice recognition will not work as a valid biometric mechanism. If the number of people in a
particular population lacking these qualities is very small, alternate procedures can be set up to handle these
cases. If the number is relatively large, an alternative biometric method, or even an altogether different security
mechanism, should be considered.

When considering a particular biometric with respect to universality, the security practitioner must also
take cultural considerations into account. A measurement system tuned to a specific target population may
not perform well with other racial, ethnic, or gender groups. For example, suppose a company uses a voice
recognition system that requires users to speak several standard words in order to get an accurate voiceprint.
If the system is tuned to clearly understand words spoken by New Yorkers (where the system is used), an
employee with a deep southern U.S. accent transferring into the area might have difficulty being recognized
when speaking the standard words. Likewise, some cultures have customs regarding the touching of objects
and health concerns regarding the shared use of the same device (like a hand scanner or a fingerprint reader).
When setting up a biometric system that requires the user to touch or physically interact with the reading
device, these types of considerations need to be addressed.

Another important property for a biometric characteristic is permanence. The characteristic must be a
permanent part of the individual and the individual must not be able to remove or alter the characteristic
without causing grave personal harm or danger. This permanence property also applies over time. The
characteristic must not change significantly over time or it will make any pattern matching inaccurate. This
aspect has several interesting ramifications. For example, the physiology of young children changes quite rapidly
during their growing years, so voice or facial characteristics measured when they are young may be invalid
just a few years later. Likewise, elderly people who have their physical characteristics damaged through surgery
or accidental injury may take an unusually long time to heal, again rendering any physical measurements
inaccurate, at least for a time. Pregnancy causes a woman’s blood vessels in the back of the eye to change,
thereby requiring re-enrollment if retinal scanning is being used. Finally, handwritten signature patterns change
over time as people age, or in relation to the number of documents they need to sign on a regular basis. These
situations will lead to a higher number of false rejections on the part of the biometric system. To avoid these
types of problems it may be advantageous to periodically reestablish a baseline measurement for each individual
in the system.

In addition to permanence, the characteristic must be unalterable. It should be impossible for a person to
change the characteristic without causing an error condition in the biometric system or presenting harm or
risk to the subject. For example, it is impossible to change a person’s DNA. And while it is theoretically possible
to give someone new fingerprints (through skin grafts or digit transplant), most people would consider that
too extreme and dangerous to be considered a strong threat for most applications.

It is important that the characteristic has the ability to be captured or otherwise recognized by some type of
recording device. The characteristic must be measurable by a standard (perhaps specialized) input device that
can convert that characteristic (and its match points) to a form that is readable and understandable by human
or technical means.

The final important property of any biometric characteristic is that it can be authenticated. The characteristic
for an individual must be able to be matched against similar characteristics found in other subjects and a
definitive positive or negative match must be able to be made based on the measurement and match points
presented.
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Measurement Properties

The previous section dealt with properties of the various biological characteristics used in biometrics. However,
a large part of the success or failure of a biometric system lies in the measurement and analysis process. One
of the most important aspects of the process is accuracy. As with any monitoring or surveillance system, it is
critically important that the biometric system takes accurate measurements and creates an accurate represen-
tation of the characteristic in question. Likewise, the template that the system produces from the measurement
must accurately depict the characteristic in question and allow the system to perform accurate comparisons
with other templates.

The system’s ability to produce templates and use these templates in a later evaluation must be consistent
over time. The measurement process must be able to accurately measure and evaluate the characteristic over
an indefinite (although not necessarily infinite) period of time. For example, if an employee enrolls in a face-
scanning system on the first day of work, that scanning system should be able to accurately verify that employee
throughout the entire length of employment (even accounting for aging, growth or removal of facial hair, and
the occasional broken nose).

Because biometric systems are based on examinations of human characteristics, it is important that the
system verify the source of the characteristic, as opposed to simply checking the characteristic’s features or match
points. For example, if the system is measuring facial geometry, can holding a picture of the subject’s face up
to the camera fool it into believing the image is from a real person? If a fingerprint system is used, does the
system check to see if the finger is attached to a living person? (This is not as far-fetched as one may think!)
Checking for traits like body heat, blood flow, movement, and vocal intonation can help the system distinguish
between the real article and a mechanical reproduction.

Finally, the measurement system should work to reduce the influence of environmental factors that may play
into the accuracy of the biometric readings. An example of this would be the accurate placement of face
scanners so that sunlight or glare does not affect the cameras. Fingerprint systems should employ mechanisms
to ensure the print reader does not become smudged or laden with dirt, thus affecting its ability to take accurate
measurements. The accuracy of a voice matching system might be compromised if it is operated in a crowded
or noisy public environment. All these factors work against a successful biometric operation, and all should
be considered and dealt with early in the planning phases.

Biometric Measurement

Although the science and technology behind biometrics has improved greatly in recent years, it is not foolproof.
Absolute, 100-percent error-free accuracy of the measurements taken by biometric devices, and of the com-
parisons made between biometric characteristics, is neither realistic nor to be expected. Therefore, implement-
ers of a biometric system need to understand the limitations of the technology and take the appropriate steps
to mitigate any possible error-causing conditions. Biometric systems, like all security systems, must be “tuned”
based on the particular needs of the installation and must account for real-world variations in use and operating
environment.

Measurement Characteristics

The process of comparing biometric templates to determine if they are similar (and how far that similarity
extends) is called matching. The matching process results in a score that indicates how well (or how poorly)
the presented template compares against a template found in the database. For every biometric system there
is a particular threshold that must be met for the system to issue a “pass” result. If the score produced for that
match falls above the threshold, the template is accepted. If the score falls below the threshold, the template
is rejected. The threshold value is typically set by the system’s administrators or operators and is tunable,
depending on the degree of sensitivity the operator desires.

Ironically, the template produced by a user during normal system use and the template stored in the system
for that user should rarely result in a completely identical match. There is always some degree of change
(however small) between user “sessions” in biometric systems, and that degree of change should be accounted
for in the system’s overall threshold tuning. The detection of a completely identical match between a presented
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template and a stored template (e.g., if an intruder obtains a digitized copy of the reader output and subse-
quently bypasses the reader by feeding the copy into the matching process) may be an indication of tampering
or the use of mechanically reproduced biometric characteristics.

Error-Producing Factors

The process of initially measuring a person’s characteristics, creating a template, and storing that template in
a system is called enrollment. During the enrollment process, the system “learns” the biometric characteristic
of the subject. This learning process may involve taking several readings of the characteristic under different
conditions. As the system gets more experience with the subject, it learns the various ways that the characteristic
can be presented and refines the template stored for that user. It then uses that information during actual
operation to account for variations in the way the characteristic is presented.

The performance of the enrollment process can have a large impact on the overall accuracy of the system.
It is vitally important that enrollment take place not only under ideal conditions (e.g., in a quiet room with
good lighting), but also perhaps under less than optimal conditions (e.g., with added background noise or
subdued lighting). A well-performed enrollment increases the accuracy of the comparisons made by the system
during normal use and will greatly reduce the likelihood of inaccurate readings. If errors are introduced into
the enrollment process, they can lead to errors in verifying the user during later system operation or, in extreme
conditions, allow for an imposter to be accepted by the system.

Not all the errors introduced into a biometric system are due to mechanical failures or technical glitches.
The users of the systems themselves cause many of the problems encountered by biometric systems. Humans
are able to easily adapt to new and different situations and learn new modes of behavior much more easily
than machines. How a biometric system handles that change will play an important part in its overall effec-
tiveness.

For example, when a biometric system is first put into operation, users might be unsure of how to accurately
present their characteristic to the system. How should they hold their head in order to get an accurate eye
scan? How do they place their fingers on the reader so an accurate fingerprint reading can be taken? This initial
inexperience (and possible discomfort) with the system can lead to a large number of inaccurate readings,
along with frustration among the user population. The natural reaction on the part of users will be to blame
the system for the inaccuracies when, in fact, it is the user who is making the process more difficult.

As time passes and users become more familiar with the system, they will become conditioned to presenting
their information in a way that leads to more accurate measurements. This conditioning will occur naturally
and subconsciously as they learn how to “present” themselves for measurement. In effect, the users learn how
to be read by the system. This has the effect of speeding up the throughput rate of the system and causing
fewer false readings.

User behavior and physiology play a part in the process as well. As humans move through their days, weeks,
and months, they experience regular cycles in their physiology and psychology. Some people are more alert
and attentive early in the day and show visible signs of fatigue as the day progresses. Others do not reach their
physical peak until midday or even the evening. Seasonal changes cause associated physiological changes in
some people, and studies have shown that many people grow depressed during the winter months due to the
shorter days. Fatigue or stress can also alter a person’s physiological makeup. These cyclical changes can
potentially affect any biometric reading that may take place.

The importance of a transaction also affects user behavior and attitude toward having biometric readings
taken. People are much more willing to submit to biometric sampling for more important, critical, sensitive,
or valuable transactions. Even nontechnical examples show this to be true. The average person will take more
time and care signing a $100,000 check than a $10 check.

Error Rates

With any biometric system there are statistical error rates that affect the overall accuracy of the system. The
False Rejection Rate (FRR) is the rate at which legitimate system users are rejected and categorized as invalid
users. False rejection is also known as a Type I Error or a False Negative. The general formula for calculating
the False Rejection Rate is:

False Rejection Rate = NFR/NEIA (for identification systems)

© 2004 by CRC Press LLC



or
False Acceptance Rate = NFR/NEVA (for authentication systems)
where:
NEFR = Number of false rejections
NEIA = Number of enrollee identification attempts
NEVA = Number of enrollee verification attempts

The False Acceptance Rate (FAR) is the rate at which nonlegitimate users are accepted by the system as
legitimate and categorized as valid users. False acceptance is also known as a Type II Error or a False Positive.
The general formula for calculating the False Acceptance Rate is:

False Acceptance Rate = NFR/NEVA (for authentication systems)
or

False Rejection Rate = NFA/NIVA (for authentication systems)
where:

NFA = Number of false acceptances

NEIA = Number of imposter identification attempts

NEVA = Number of imposter verification attempts

The final statistic that should be known about any biometric system is the Crossover Error Rate (CER), also
known as the Equal Error Rate (EER). This is the point where the False Rejection Rate and the False Acceptance
Rate are equal over the size of the population. That is, the system is tuned such that the rate of false negatives
and the rate of false positives produced by the system are approximately equal. Ideally, the goal is to tune the
system to get the Crossover Error Rate as low as possible so as to produce both the fewest false negatives and
false positives. However, there are no absolute rules on how to do this, and changes made to the sensitivity of
the system affect both factors. Tuning the system for stricter identification in an attempt to reduce false positives
will lead to more false negatives, as questionable measurements taken by the system will lean toward rejection
rather than acceptance. Likewise, if you tune the system to be more accepting of questionable readings (e.g.,
in an effort to improve customer service), you increase the likelihood of more false positive readings.

Finally, for every biometric system there is a Failure To Enroll rate, or FTE. The FTE is the probability that
a given user will be unable to enroll in the system. This can be due to errors in the system or because the user’s
biometric characteristic is not unique enough or is difficult to measure. Users who are unable to provide
biometric data (e.g., amputees or those unable to speak) are generally not counted in a system’s FTE rate.

Implementation Issues

Like any other automated system that employs highly technological methods, the technology used in biometric
systems only plays one part in the overall effectiveness of that system. The other equally important piece is
how that technology is implemented in the system and how the users interact with the technology. State-of-
the-art technology is of little use if it is implemented poorly or if the users of the system are resistant (or even
hostile) to its use.

One important factor is the relative autonomy of the users of a biometric system. This refers to the ability
of the users to resist or refuse to participate in a system that uses biometric identification. Generally, company
employees (or those bound by contractual obligation) can be persuaded or coerced into using the system as
a condition of their employment or contract. Although they may resist or protest, they have little recourse or
alternative. On the other hand, members of the general public have the ability to opt out of participation in
a biometric system that they feel is intrusive or infringes too much on their personal privacy. Each of these
users has the power make a “risk-versus-gain” decision and decide whether or not to participate in the system.

Some users will resist using a biometric system that they feel is too physically intrusive on their person. Some
biometric technologies (e.g., retina scans or fingerprint readings) are more physically imposing on users. Other

© 2004 by CRC Press LLC



technologies, such as voice recognition or facial recognition, are more socially acceptable because they impose
less of a personal proximity risk and do not require the user to physically touch anything. As previously stated,
cultural aspects pertaining to personal touch or capturing of personal images also play an important part in
the issue of intrusiveness. In general, the more physically intrusive a particular biometric technology is, the
more users will resist its use and it may also produce higher error rates because uncomfortable users will not
become as conditioned to properly presenting themselves for measurement.

The perception of the user as to how the system is being used also plays an important part in the system’s
effectiveness. Users want to understand the motivation behind its use. Is the system owner looking to catch
“bad guys”? If this is the case, users may feel like they are all potential suspects in the owner’s eyes and will
not look kindly upon this attempt to “catch” one of them. On the other hand, if the system is being used (and
advertised) as a way to protect the people using the system and to prevent unauthorized personnel from
entering the premises and harming innocent people, that use may be more readily acceptable to the user
population and alter their attitudes toward its use.

Particular technologies themselves might be at issue with users. The use of fingerprints has most often been
associated with criminal behavior. Even if a system owner implements a fingerprint scanning system for
completely benign purposes, the users of that system may feel as if they are being treated like criminals and
resist its use. Ease of use is always a factor in the proper operation of a biometric system. Is enrollment performed
quickly and does it require minimal effort? Are special procedures needed to perform the biometric measure-
ment, or can the measurements be taken while the user is performing some other activity? How long do users
have to wait after taking the measurements to learn if they have passed or failed the process? Proper end-user
operational and ergonomic planning can go a long way toward ensuring lower error rates and higher user
satisfaction.

In these days of heightened awareness concerning privacy and the security of personal information, it is no
wonder that many potential system implementers and users alike have concerns over the privacy aspects of the
use of biometrics. With most other identification methods, the system gathers information about the person
in question, such as name, identification number, height, weight, age, etc. With biometric applications, however,
the system maintains information of the person in question, such as fingerprint patterns or voice patterns.
This type of information is truly “personal” in the most literal sense, and many users are uncomfortable sharing
that level of personal detail. More than any other technology, biometrics has the ability to capture and record
some of the most essentially private information a person possesses.

Many are also concerned with the storage of their personal information. Where will it be stored, how will
it be used, and (most importantly) who will have access to it? In effect, the biometric system is storing the
very essence of the individual, a characteristic that can uniquely identify that person. If unauthorized individuals
were to get hold of that information, they could use it to their advantage or to the victim’s detriment. The loss
or compromise of stored biometric information presents an opportunity for the truest form of identity theft.

For example, suppose “Joe Badguy” was able to get hold of a user’s template used for fingerprint identifi-
cation. He may be able to use that template to masquerade as that user to the system, or perhaps feed that
template into another system to gain access elsewhere. He may even alter the template for a legitimate user
and substitute his own template data. At that point, Joe Badguy can present his fingerprints to the system and
be correctly identified as “Jane Innocent, authorized user.”

Biometrics also reduces the possibility of anonymity in the personal lives of its users. Despite the universal
use of credit cards in the global economy, many people still prefer to use cash for many transactions because
it allows them to retain their anonymity. It is much more difficult to track the flow of cash than it is to trace
credit card records. Taking the earlier example of the store using face recognition to help customers speed
through the checkout line, suppose the system also stores the items a customer purchases in its database along
with the biometric data for that customer. An intruder to that system (or even a trusted insider) will be able
to discover potentially embarrassing or compromising information that the subject would rather not make
public (e.g., the purchase of certain medications that might be indicative of an embarrassing health condition).
By using biometrics to associate people with purchases, you reduce the ability for people to act anonymously
— one of the basic tenets of a free society.

A large privacy problem with information systems in general is the issue of secondary use. This is the situation
where information gathered for one purpose is used (or sold to a third party) for an entirely different purpose.
Secondary use is not peculiar to biometric systems per se, but because of the very personal nature of the
information stored in a biometric database, the potential for identity fraud is even greater. While a user might

© 2004 by CRC Press LLC



EXHIBIT 1.1 Biometric Technologies by Characteristic Type

Trait Type Biometric

Rantotypic Fingerprints

Eye scanning

Vein patterns
Genotypic Facial recognition

DNA matching

Hand geometry

Voice and speech recognition
Behavioral Signature analysis

Keystroke dynamics

give grudging approval to have his face used as part of a system for authenticating ATM transactions (after all,
that is the trade-off for convenient access to money), that user might not consent to sharing that same biometric
characteristic information with a local retailer.

Finally, there is the issue of characteristic replacement. When a person has his credit card stolen, the bank
issues that person a new card and cancels the old one. When a computer user forgets his password, a system
administrator will cancel the old password and assign a new one to the user. In these two processes, when
credentials become compromised (through loss or theft), some authority will invalidate the old credential and
issue a new (and different) one to the user. Unfortunately, it is not that easy with biometric systems. If a person
has their fingerprints stolen they can’t call the doctor and get new fingers! And despite advances in cosmetic
surgery, getting a new face because the old image has been compromised is beyond the reach of most normal
(or sane) people. The use of biometric systems presents unique challenges to security, because compromise of
the data in the system can be both unrecoverable and potentially catastrophic to the victim.

When designing the security for a biometrics-based system, the security professional should use all the tools
available in the practitioner’s toolbox. This includes such time-honored strategies as defense-in-depth, strong
access control, separation and rotation of duties, and applying the principle of least privilege to restrict who
has access to what parts of the system. Remember that biometric systems store the most personal information
about their users, and thus require that extra attention be paid to their security.

Biometric Technologies

The different types of biometric technologies available today can be divided among the three types of biometric
traits found in humans. Exhibit 1.1 lists the most common biometric technologies and the trait types with
which each is associated.

Fingerprints

Fingerprints are the most popular and most widely used biometric characteristic for identification and authen-
tication. Fingerprints are formed in the fetal stage (at approximately five months) and remain constant
throughout a person’s lifetime. The human finger contains a large number of ridges and furrows on the surface
of the fingertips. Deposits of skin oil or amino acids on the fingers leave the prints on a particular surface.
Those prints can be extracted from the surface and analyzed.

+ How it works. In fingerprint scanning systems, the user places a finger on a small optical or silicon
surface the size of a postage stamp for two or three seconds. There are two different types of finger-
scanning technology. The first is an optical scan, which uses a visual image of a finger. The second uses
a generated electrical field to electronically capture an image of a finger.

*+ Match points used. The patterns of ridges and furrows in each print are extracted for analysis. Ridge
and furrow patterns are classified in four groups: arch (which are very rare), tented arch, whorl, and
loop (which is the most common). When a line stops or splits, it is called a “minutia.” It is the precise
pattern and location of the ridges, furrows, and minutiae that give a fingerprint its uniqueness. Most
European courts require 16 minutiae for a positive match and a few countries require more. In the
United States, the testimony of a fingerprint expert is sufficient to legally establish a match, regardless
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of the number of matching minutiae, although a match based on fewer than ten matching points will
face a strong objection from the defense.

« Storage requirements. Fingerprint systems store either the entire image of the finger or a representation
of the match points for comparison. The U.S. Federal Bureau of Investigation stores digitized images
at a resolution of 500 pixels per inch with 256 gray levels. With this standard, a single 1.5-square-inch
fingerprint image uses approximately 10 megabytes of data per fingerprint card. To save space, many
fingerprint storage systems store only information about the ridges, furrows, and minutiae rather than
the entire image. The storage requirement for these systems is typically 250 to 1000 bytes per image.

+ Accuracy. Fingerprint scanning systems tend to exhibit more false negatives (i.e., failure to recognize a
legitimate user) than false positives. Most fingerprint systems on the market use a variety of methods
to try to detect the presentation of false images. For example, someone might attempt to use latent
print residue on the sensor just after a legitimate user accesses the system or even try to use a finger
that is no longer connected to its original owner. To combat this, many sensors use special measurements
to determine whether a finger is live, and not made of man-made materials (like latex or plastic).
Measurements for blood flow, blood-oxygen level, humidity, temperature, pulse, or skin conductivity
are all methods of combating this threat.

Eye Scanning

The human eye contains some of the most unique and distinguishing characteristics for use in biometric
measurement. The two most common forms of eye-based biometrics are iris recognition and retina recognition.

* How it works. The process of scanning a person’s iris consists of analyzing the colored tissue that
surrounds the pupil. The scans use a standard video camera and will work from a distance of 2 to 18
inches away, even if the subject is wearing glasses. The iris scan typically takes three- to five seconds.
In contrast, retinal scanning analyses the blood vessels found at the back of the eye. Retinal scanning
involves the use of a low-intensity green light source that bounces off the user’s retina and is then read
by the scanner to analyze the patterns. It does, however, require the user to remove glasses, place his
eye close to the reading device, and focus at length on a small green light. The user must keep his head
still and his eye focused on the light for several seconds, during which time the device will verify the
user’s identity. Retina scans typically take from ten to twelve seconds to complete.

« Match points used. There are more than 200 usable match points in the iris, including rings, furrows,
and freckles. Retina scans measure between 400 and 700 different points in order to make accurate
templates.

« Storage requirements. Typical template size for an iris scan is between 256 and 512 bytes. Most retina
scans can be stored in a much smaller template, typically 96 bytes.

+ Accuracy. The uniqueness of eyes among humans makes eye scanning a very strong candidate for
biometric use. This uniqueness even exists between the left and right eyes of the same person. There
is no known way to replicate a retina, and a retina from a dead person deteriorates extremely rapidly.
The likelihood of a false positive using eye scan technology is extremely low, and its relative speed and
ease of use make it an effective choice for security and identification applications. The primary draw-
backs to eye scanning as a biometric are the social and health concerns among users needing to be
scanned. People are generally uncomfortable allowing something to shine directly into their eyes and
are concerned about the residual health effects that may result. This problem is more pronounced
among users of retina scanning systems, where the exposure to the scanning light is longer.

Vein Patterns

Vein pattern recognition uses the unique pattern of surface and subcutaneous veins on the human body, most
notably around the human hand.

+ How it works. A special camera and infrared sensor take an image of veins in the palm, wrist, or back
of the hand. The image is then digitized into a template and used for comparison.

* Match points used. The images show the tree patterns in the veins that are unique to each person, and
the veins and other subcutaneous features present large, robust, stable, and largely hidden patterns.
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+ Storage requirements. The template produced from a vein scanner is approximately 250 bytes.

+ Accuracy. The unique pattern of vein distribution is highly stable and stays the same throughout a
person’s life into old age. In that respect, vein patterns provide a highly stable biometric for identifica-
tion. With respect to social acceptability, vein recognition does not have many of the criminal impli-
cations that fingerprinting has. Finally, vein patterns are not subject to temporary damage that
fingerprints often suffer from through normal use, such as weekend gardening or masonry work. Despite
this, vein scanning has not seen the widespread deployment that some of the other biometric measure-
ments have seen.

Facial Recognition

Facial recognition technology involves analyzing certain facial characteristics, storing them in a database, and
using them to identify users accessing systems. Humans have a natural ability to recognize a single face with
uncanny accuracy, but until relatively recently it has proven extremely difficult to develop a system to handle
this task automatically. Recent advances in scientific research and computing power have made facial recog-
nition a powerful and accurate choice for biometric security.

 How it works. Facial recognition is based on the principle that there are features of the human face that
change very little over a person’s lifetime, including the upper sections of eye sockets, the area around
cheek bones, and the sides of the mouth. In a typical facial recognition system, the user faces a camera
at a distance of one to two feet for three to four seconds. There are several different types of facial
recognition. Eigenface, developed at MIT, utilizes two-dimensional gray-scale images representing the
distinct facial characteristics. Most faces can be reconstructed using 100 to 125 eigenfaces that are
converted to numerical coefficients. During analysis, the “live” face will be analyzed using the same
process and the results matched against the stored coefficients. The Feature Analysis method measures
dozens of facial features from different parts of the face. Feature analysis is more forgiving of facial
movement or varying camera angles than the Eigenface method. Another alternative, Neural Network
Mapping systems, compares both the live image and the stored image against each other and conducts
a “vote” on whether there is a match. The algorithm can modify the weight it gives to various features
during the process to account for difficult lighting conditions or movement of facial features. Finally,
Automatic Face Processing uses the distances between easily acquired features such as the eyes, the end
of nose, and the corners of the mouth.

Match points used. The specific match points used depend on the type of scanning methodology
employed. Almost all methods take measurements of facial features as a function of the distance between
them or in comparison with “standardized” faces.

Storage requirements. Template size varies based on the method used. One-to-one matching applications
generally use templates in the 1 to 2-Kb range. One-to-many applications can use templates as small
as 100 bytes.

Accuracy. Many companies marketing facial scanning technology claim accuracy rates as high as 98 to
99 percent. However, a recent U.S. Department of Defense study found that most systems have an
accuracy rate of only 50 to 60 percent. Despite this, the ease of use and the lack of need for direct user
interaction with scanning devices make facial scanning an attractive method for many applications.

DNA Matching

Perhaps no type of biometric has received more press in recent times than DNA matching. Applications as
widely diverse as criminal investigation, disaster victim identification, and child safety have all looked to DNA
matching for assistance. The basic hereditary substance found in all living cells is called deoxyribonucleic acid,
or DNA. This DNA is created during embryonic development of living creatures and is copied to every cell in
the body.

+ How it works. The majority of DNA molecules are identical for all humans. However, about three million
pairs of each person’s DNA molecules (called base pairs) vary from person to person. When performing
DNA analysis, scientists first isolate the DNA contained in a given sample. Next, the DNA is cut into
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short fragments that contain identical repeat sequences of DNA known as VNTR. The fragments are
then sorted by size and compared to determine a DNA match.

* Match points used. Once the VNTR fragments are isolated, they are put through statistical analysis. For
example, for any VNTR “locus” of a given length, there may be many people in a population who have
a matching VNTR of that length. However, when combined with other samples of VNTR loci, the
combination of all those samples becomes a statistically unique pattern possessed only by that person.
Using more and more loci, it becomes highly unlikely (statistically) that two unrelated people would
have a matching DNA profile.

« Storage requirements. DNA matching information can be stored in physical form (using special x-ray
film) or in electronic form using a specialized database. Many governments around the world are starting
to develop large DNA databases with hundreds of thousands of unique DNA profiles. Because each
system stores the DNA template information in its own format, exact sizing requirements are difficult
to determine. Note, however, that storing DNA templates is different from storing a person’s actual
DNA, a medical practice that is gaining in popularity.

« Accuracy. Using even four VNTR loci, the probability of finding two people with a DNA match is around
one in five million. FBI analysis uses 13 loci on average, making the odds of a match less than one in
100 billion. This makes DNA matching one of the most accurate forms of biometric analysis. However,
due to its complexity, DNA analysis is strictly a laboratory science. It is not yet a “consumer marketplace”
technology.

Hand Geometry

The process of hand geometry analysis uses the geometric shape and configuration of the features of the hand
to conduct identification and authentication. With the exception of fingerprints, individual hand features do
not have sufficiently unique information to provide positive identification. However, several features, when
taken in combination, provide enough match points to make biometric use possible.

How it works. A user places a hand, palm down, on a large metal surface. On that surface are five short
metal contacts, called “guidance pegs.” The guidance pegs help the user align the hand on the metal
surface for improved accuracy. The device “reads” the hand’s properties and records the various match
points. Depending on the system, the scan can take a two-dimensional or three-dimensional image.
Features such as scars, dirt, and fingernails can be disregarded because these “features” change rapidly
over a person’s lifetime. Typical hand scans take from two to four seconds.

Match points used. Hand scanning systems typically record 90 to 100 individual hand characteristics,
including the length, width, thickness, skin transparency, and surface area of the hand, including the
fingers. These features, as well as the relationship each has to each other (e.g., distance, relative size,
etc.), are recorded and stored.

Storage requirements. Hand geometry templates can be stored in a relatively small amount of storage,
as little as nine bytes. This makes it ideal for applications where memory storage is at a premium, such
as smart cards.

Accuracy. The accuracy of hand geometry systems is fairly high, making it a historically popular
biometric method. It also has a fairly high acceptance value among users, and current implementations
are easy to use. However, hand geometry systems are typically used for authentication purposes, as one-
to-many identification matching becomes increasingly more difficult as the size of the database becomes
larger. In addition, the equipment can be expensive and difficult to integrate into existing environments.

Voice and Speech Recognition

There are several different varieties of voice-based biometrics. These include speaker verification, where patterns
in a person’s speech are analyzed to positively identify the speaker, and speech recognition, which identifies
words as they are spoken, irrespective of the individual performing the speaking. Because there is no direct
correlation between the speaker and the speech in speech recognition systems, they are not useful for identi-
fication or authentication. Finally, voiceprint systems record a human voice and create an analog or digital
representation of the acoustic information present in the speaker’s voice.
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How it works. A user is positioned near a microphone or telephone receiver so that his voice can be

captured and analyzed. The user is prompted to recite a phrase according to one of several scenarios:

— Text-dependent systems require the user to recite a specific set of predefined words or phrases.

— Text-independent systems request that the user speak any words or phrases of their choice. These
systems use voiceprints to measure the user’s speech.

— Text-prompted systems require the user to recite random words that are supplied by the system.

The user’s voice is digitized by the system and a model template is produced and used for later
comparisons. Typical recognition time in voice-based systems is four to six seconds.

Match points used. Each word or phrase spoken into the system is divided into small segments consisting
of syllables or phonemes (or small phonetic units), each of which contains several dominant frequencies.
These dominant frequencies are fairly consistent over the entire length of the segment. In turn, each
of these segments has several (three to five) dominant tones that are captured and converted to a digital
format. This digital information is then transferred to a master table. The combined table of tones for
all the segments creates the user’s unique voiceprint.

Storage requirements. Voiceprint templates vary considerably in size, depending on the application and
the quality of voice information required by the system. Storage size can range from 300 to 500 bytes,
all the way up to 5000 to 10,000 bytes. This is not particularly well-suited for applications where the
storage or analysis system has low memory or storage capacity.

Accuracy. Most voice recognition systems have a high degree of accuracy. The better ones not only
analyze the user’s voiceprint, but also check for liveliness in an attempt to verify if the voice is original
or a mechanical reproduction. Because the system requires no special training on the part of the user,
acceptance and convenience satisfaction are high among users. However, external factors such as ambi-
ent noise and the fidelity of the recording can negatively affect the accuracy of the process.

Signature Analysis

Probably the least controversial of all the biometric processes is the use of signature analysis. This is because
the process of producing a signature, as well as the social and legal implications of accepting one, are well-
established in almost all modern societies. Unlike eye scans or fingerprinting, there is almost no social stigma
attached to the use of signature-based biometric systems. From a security standpoint, the use of signatures
constitutes a deliberate act; they are never given out by accident. Other biometric information, such as eye
scans, fingerprints, and DNA, can all be obtained without the user’s knowledge. In contrast, a person must
deliberately provide his or her signature.

+ How it works. A user “signs” her name on a special tablet. Rather than using ink to record pen strokes,
the tablet uses a special sensor to record the movement of a stylus to simulate the creation of a signature.
There are two different types of signature analysis. Signature comparison examines the physical features
found within the signature, including such characteristics as letter size, spacing, angles, strokes, and
slant. Unfortunately, signature comparison systems can be easier to fool because they are susceptible
to the use of mechanical reproductions or the handiwork of experienced forgers. In contrast, dynamic
signature verification goes one step further; in addition to checking the physical features within the
signature, it also accounts for the process of creating the signature. Dynamic signature verification
systems take into account the changes in speed, timing, pressure, and acceleration that occur as a person
signs his or her name. Where an experienced forger can faithfully recreate the look of a victim’s signature,
only the originator of a signature can repeatedly produce similar penstrokes every time. The typical
verification time for a signature biometric system is four to six seconds.

* Match points used. The specific match points used vary from vendor to vendor. The most common
systems store a digitized graphic representation of the signature as well as the variable pen movement
and pressure information recorded during the signature process.

Storage requirements. Most signature analysis systems store templates of approximately 1500 bytes. Some
vendors claim that through compression and optimization techniques the template can be reduced to
approximately 200 bytes.
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+ Accuracy. Overall, signature analysis systems possess only moderate accuracy, particularly when com-
pared with other types of biometric indicators. This is perhaps due to the wide range of variability with
which signature systems must deal. Such factors as fatigue, illness, impatience, and weather all affect
how a person signs his or her name in any given instance.

Keystroke Dynamics

One of the most desirable aspects for a potential biometric system is to gather user input without requiring
the user to alter his work process or (in the best case) even be aware that the biometric is being measured. To
that end, the use of keystroke dynamics analysis comes closest to being as unobtrusive on the end user as
possible. Measuring keystroke dynamics involves monitoring users as they type on a keyboard and measuring
the speed, duration, latencies, errors, force, and intervals of the individual keystrokes. Most computer users
can repeatedly type certain known patterns (such as their user ID or a standard phrase) with a consistency
that can be repeated and measured, thus making it a natural for biometric use.

+ How it works. A user types a passphrase into the keyboard. The phrase is one that is previously known
to the user and is typically standardized for each user. The system scans the keyboard at a rate of 1000
times per second and records a number of different measurements to create a template. Input time
varies, depending on the length of the passphrase, and verification time is typically less than five seconds.

Match points used. The system separates the keystrokes into a series of digraphs (two adjacent keystrokes)
or trigraphs (three adjacent keystrokes). The relationship between each key in the digraph/trigraph is
captured and analyzed to create the template for that session. Two aspects of key timing are particularly
important: the dwell time or duration (the amount of time a particular key is held down) and the flight
time or latency (the amount of time between key presses).

Storage requirements. The storage requirements for keystroke dynamics systems depend on the size of
the passphrase used and the number of measurements taken per digraph.

Accuracy. The overall accuracy of keystroke-based biometric systems can be highly variable, depending
on the method of measurement used and the type of input requested from the user. In a system that
uses structured text (i.e., passphrases supplied by the system), rather than allowing the user to supply
his own passphrase, accuracy rates of 90 percent or more have been achieved. However, several factors
can affect the accuracy, including the user’s typing proficiency and even the use of a different keyboard.

Combining Technologies

The choice of which biometric system to use is very much based on the particular security need, the cost and
feasibility of implementing a particular method, and the ease with which the measure can be installed and
used. However, each different biometric technology has its limitations. When looking to create a high-security
environment, it may be advantageous to use a time-honored security strategy: defense-in-depth. The concept
of defense-in-depth is to place many layers or barriers between a potential attacker and a potential target. Each
layer complements and enhances the layer before it, requiring an attacker to jump multiple (and difficult)
hurdles to get to the target.

Defense-in-depth can also be applied to biometrics. One method of accomplishing this is through the use
of layering. The concept behind layering is to use biometric technology in conjunction with other traditional
forms of identification and authentication. For example, to gain access to a building, a visitor might have to
both show a photo ID card and pass a fingerprint scan. Because photo IDs are not foolproof (despite the use
of modern anti-counterfeit techniques like holographic seals and watermarks), the confidence in the accuracy
of the process is enhanced by the use of fingerprints to verify that the person on the card and the person at
the door are the same.

Another way of providing defense-in-depth is through multimodal use of biometrics. In a multimodal
installation, two (or more) biometric technologies are used in parallel and the user must pass through each
to be successfully identified. For example, a user might need to pass both an iris scan and a voice identification
test in order to be admitted into a classified area. Multimodal use of biometrics has a couple of advantages.
First, it allows the use of biometric technologies that may have higher error rates because the supplemental
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biometric in use will pick up any error slack. Put another way, one biometric technology may have a 10-percent
error rate and another may have a 12-percent error rate. By themselves, each of these rates may be too high
for practical use. But when combined, the two technologies together may have an error rate of only 1.5 percent.
This may be much more acceptable for the potential user. In addition, the use of multiple biometrics allows
for more variation in any single measurement. For example, voice recognition systems may have difficulty with
scratchy voices (due to a cold), and other biometrics may have difficulty due to altered body features (e.g.,
scars, bruises, etc.). Multimodal use allows for more variation in body characteristics while still retaining a
high overall level of assurance in the biometric process.

Biometric Standards

There are more than 200 vendors developing or marketing biometric equipment and systems. As in any other
industry where so many different products and specifications exist, this has led to a situation where there are
numerous “standards” for biometric products and measurement, and there are just as many methods of storing,
retrieving, and processing biometric information. To rectify the situation and make products and systems more
compatible with each other, there have been several efforts to standardize biometric interfaces and processes.

The largest effort is the Biometric Application Program Interface, or BioAPI. The BioAPI Consortium, a group
of more than 90 organizations developing biometric systems and applications, developed the BioAPIL. The
BioAPI provides applications with a standardized way of interfacing with a broad range of biometric technol-
ogies. By using the BioAP], developers can integrate their biometric systems in a technology-independent and
platform-independent manner. For example, developers of finger scanning hardware will be able to integrate
their systems with any computing platform, as long as both follow the BioAPI specification. The BioAPI
specification is currently in version 1.1 and has been released into the public domain. An open source reference
implementation is also available for developers to use for modeling and testing their products.

While the BioAPI addresses the standardization of biometric technology interfaces, the Common Biometric
Exchange File Format, or CBEFF, is concerned with defining a common format for the storage and exchange
of biometric templates. Very often, biometric applications will use their own proprietary or platform-specific
formats for data storage. Unfortunately, this makes the passing of biometric data between applications or
platforms difficult. The CBEFF addresses this issue by defining a platform-independent and biometric-inde-
pendent format for the storage and exchange of biometric templates between systems and applications. The
CBEFF is being promoted by the National Institute of Standards and Technology (NIST) and is gaining wide
support as a useful standard.

Conclusion

There was a time when the use of biometric technology was restricted to classified military installations and
science-fiction movies. The very notion of using biological traits to identify, authenticate, and track a person
seemed too far advanced for “normal” people to consider. However, the day is now here where everyday use
of biometrics is not only possible, it is happening everywhere: in office buildings and supermarkets, on
computer networks and in banks, on street corners, and at football stadiums. The reduction in cost and the
large gains in feasibility and reliability have forced system owners and security professionals alike to consider
the use of biometrics in addition to, or even as a replacement for, traditional user identification and authen-
tication systems. Even end users have become more and more accepting of biometrics in their everyday lives,
and that trend will only continue into the future. The day is not far off when keyboards will have fingerprint
readers built in to replace passwords, ATM machines will use iris scans instead of PINs, and hand scanners
will replace ID badges in the office. Whatever the future holds, one thing is certain: biometrics is here to stay
and getting more popular. Successful (and informed) security professionals must learn how to plan for,
implement, and use biometric technology as part of their ever-growing security toolbox.
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Biometrics:
What Is New?

Judith M. Myerson

For years, security to the network world has been based on what one knows — a password, a PIN, or a piece
of personal information such as one’s mother’s maiden name. This is being supplemented with what one is (a
biometric) that one can use with what one has (a card key, smart card, or token). Biometrics measure a person
with respect to fingertip, eye, and facial characteristics. One is also measured on how one speaks and strokes
keys and the way one walks. At a future date, one may be measured on the way one’s ear is formed and how
one hears things.

Take a look at traditional biometric systems and then newer technologies and systems. They are followed
by short discussions on standardization issues and selection criteria.

Fingerprints

In a few years, the messy days of using black ink pads to get hard copies of fingerprint templates will be a
thing of the past. Enter the age of fingerprint sensors that allow one to do things beyond one’s wildest dreams.
Slide a fingertip on a sensor chip — swiftly and cleanly — to gain access to a remote network system. One will
have peace of mind that one’s fingerprints can be difficult to duplicate because no two fingerprints are identical.

A fingerprint consists of patterns found on a fingertip. A good pattern consists of the breaks and forks —
known as minutiae in fingerprint indexes. An average fingerprint has 40 to 60 minutiae. Even when the patterns
are within an acceptable range of minutia, the sensors may not be able to capture all the details of a fingertip.
For some individuals, the patterns may become very thin as a result of daily typing on a keyboard or playing
difficult classical music pieces on the piano. Additionally, if an individual is born with a genetic defect or has
a big scar on the fingertip, the patterns will be difficult to read.

There are four ways of matching the patterns of a fingertip against those of an enrolled fingerprint template:
electrical, thermal, optical, and hybrid sensors. An electrical sensor measures the varying electrical field strength
between the ridges and valleys of a fingerprint. A thermal sensor measures a temperature difference in a finger
swipe, the friction of the ridges generating more heat than the non-touching valleys as they slide along the
chip surface. Optical sensors measure differences in wavelengths of the fingerprint. Hybrid sensors are a mixture
of optical and electrical capture devices.

Eye Scanning

Unlike a fingertip, an eye can provide thousands of minutiae on its structure. Fingertip minutiae provide
information on the pattern of an external structure, while eye minutiae look at the pattern of the eye’s internal
structure. One can obtain this information from two sources: retina and iris scanning systems. The former
concerns the pattern of veins in the retina, while the latter uses the pattern of fibers, tissues, and rings in the iris.

To scan the unique patterns of the retina, a retina scanner uses a low-intensity light source through an
optical coupler. Such a scanner requires one to look into a receptacle and focus on a given point. This raises
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concerns about individuals who wear corrective lenses or who do not feel comfortable about close contact
with the reading device.

Iris scanning, on the other hand, uses a fairly conventional TV camera element and requires no close contact.
Iris biometrics work well with corrective glasses and contacts in place while a lighting source is good. Some
airlines have installed iris scanners to expedite the process of admitting travelers onto planes.

Keep in mind that eye patterns may change over time because of illness or injury. Eye scanners are useless
to blind people. This is also true for visually impaired individuals, particularly those with retinal damage.

Facial Recognition

Facial recognition systems can automatically scan people’s faces as they appear on television or a closed-circuit
camera monitoring a building or street. One new system sees the infrared heat pattern of the face as its
biometric, implying that the system works in the dark. The casino industry has capitalized on networked-face
scanning to create a facial database of scam artists for quick detection by security officers.

The system can become confused when an individual has changed markedly his appearance (e.g., by growing
abeard or making an unusual facial expression). Another way of confusing the system is to considerably change
the orientation of a person’s face toward the cameras. A 15-degree difference in position between the query
image and the database image will adversely impact performance. Obviously, at a difference of 45 degrees,
recognition becomes ineffective.

Hand and Voice

Hand geometry has been used for prisons. It uses the hand’s three-dimensional characteristics, including the
length, width, thickness, and contour of the fingers; veins; and other features. A hand must not show swollen
parts or genetic defects.

Voice prints are used extensively in Europe for telephone call access. They are more convenient than hand
prints particularly in winter when the callers need to wear gloves to warm their hands. A noisy environment,
as well injury, age, and illness, can adversely impact voice verification.

What Is New?

To date, biometric applications have been used in prison visitor systems to ensure that identities will not be
swapped, and in benefit payment systems to eliminate fraudulent claims. Biometric systems have been set up
to check multiple licenses the truck drivers can carry and change to when they cross state lines or national
borders. New border control systems monitor travelers entering and leaving the country at selected biometric
terminals. Biometric-based voting systems are used to verify the identity of eligible voters, thus eliminating
the abuse of proxy voting, although such systems are not yet available on a mass scale.

So, what is new? Especially after arriving at the third millenium that began on January 1, 2001. To provide
a glimpse of what is happening, here is a partial list.

+ Integration of face, voice, and lip movement
+ Wearable biometric systems

+ Fingerprint chips on ATM cards

+ Personal authentication

+ Other stuff

Some of these biometric efforts have already reached the market, while others are still in the research stage.
Serving as an impetus to biometric integration is Microsoft through its biometric initiatives.

Integration of Face, Voice, and Lip Movement

The first item, of course, is an interesting one — particularly the biometrics of lip reading movement. More
interesting is the integration of this modality with the other two — face and voice. The advantage of this system
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is that if one modality is not working properly, the other two modalities will compensate for the errors of the
first. What this means is if one modularity is disturbed (e.g., a noisy environment drowning out the voice),
the other two modalities still lead to an accurate identification.

One such instance is the BiolD, a Multimodal Biometric Identification System as developed by Dialog
Communication Systems AG (Erlangen, Germany). This system combines face, voice, and lip movement
recognition. The system begins by acquiring the records and processing each biometric feature separately.
During the training (enrollment) of the system, biometric templates are generated for each feature. The system
then compares these templates with the newly recorded ones and combines the results into one used to recognize
people.

BioID collects lip movements by means of an optical-flow technique that calculates a vector field representing
the local movement of each image part to the next part in the video sequence. For this process, the preprocessing
module cuts the mouth area out of the first 17 images of the video sequence. It gathers the lip movements in 16
vector fields, which represent the movement of the lips from frame to frame. One drawback with reading the lips
without hearing the voice is that the lips may appear to move the same way for two or three different words.

The company claims that BioID is suitable for any application in which people require access to a technical
system, for example, computer networks, Internet commerce and banking systems, and ATMs. Depending on
the application, BioID authorizes people either through identification or verification. In identification mode,
the system must search the entire database to identify a person. In verification mode, a person gives his name
or a number, which the system then goes directly to a small portion of the database to verify by means of
biometric traits.

Wearable Biometrics System

Cameras and microphones today are very small and lightweight and have been successfully integrated with
wearable systems used to assist in recognizing faces, for example. Far better than facial recognition software is
to have an audio-based camera built into one’s eyeglasses. This device can help one remember the name of
the person one is looking at by whispering it in one’s ear. The U.S. Army has tested such devices for use by
border guards in Bosnia. Researchers at the University of Rochester’s Center for Future Health are looking at
these devices for patients with Alzheimer’s disease.

It is expected that the next-generation recognition systems will recognize people in real-time and in much
less constrained situations. Systems running in real-time are much more dynamic than those systems restricted
to three modalities. When the time comes, the system would have the capability of recognizing a person as
one biometric entity — not just one or two biometric pieces of this individual.

Fingerprint Chip on ATM Cards

Most leading banks have been experimenting with biometrics for the ATM machine to combat identity fraud
that happens when cards are stolen. One example is placing a fingerprint sensor chip on an ATM. Some
companies are looking at PKI with biometrics on an ATM card. PKI uses public-key cryptography for user
identification and authentication; the private key would be stored on the ATM card and protected with a
biometric. While PKI is mathematically more secure, its main drawback is maintaining secrecy of the user’s
private key. To be secure, the private key must be protected from compromise. A solution is to store the private
key on a smart card and protect it with a biometric.

On January 18, 2001, Keyware (a provider of biometric and centralized authentication solutions) entered
into a partnership with Context Systems. The latter is a provider of network security solutions and PKI-enabled
applications for a biometric interface as an overlay to the ATM operating system. This interface would replace
the standard PIN as the authorization or authentication application. A bank debit card would contain a
fingerprint plus a unique identifier number (UIN) such as access card number, bank account number, and
other meaningful information the banking institutions can use.

Personal Authentication

Applications in portable authentication include personal computing, cryptography, and automotive. The first
is gaining widespread use, while the second associates itself with the first where applicable. The third will be

© 2004 by CRC Press LLC



available once the manufacturers come up with better ways of controlling unfavorable environmental impacts
on the chip.

Portable computing is one of the first widespread applications of personal authentication. It involves a
fingerprint sensor chip on a laptop, providing access to a corporate network. With appropriate software, the
chip authenticates the five entries to laptop contents: login, screen saver, boot-up, file encryption, and then to
network access.

Veridicom offers laptop and other portable computing users a smart card reader combined with a fingerprint
sensor. It aims to replace passwords for access to data, computer systems, and digital certificates. A smaller
more efficient model of the company’s sensor chip is available for built-in authentication in keyboards,
notebook computers, wireless phones, and Internet appliances.

Cryptography for laptop users can come as a private-key lockbox to provide access to a private key via the
owner’s fingerprint. The owner can use this lockbox to encrypt information over the private networks and
Internet. This lockbox should also contain digital certificates or more secure passwords.

Manufacturers are currently working on automotive sensor chips that one would find on the car door
handle, in a key fob to unlock the car, or on the dashboard to turn on the ignition. They are trying to overcome
reliability issues, such as the ability of a chip to function under extreme weather conditions and a high
temperature in the passenger compartment. Another issue being researched is the ability to withstand an
electrostatic discharge at higher levels.

Other New Stuff

Other new stuff includes multi-travel fingerprint applications, public ID cards, and surveillance systems. Multi-
travel applications would allow travelers to participate in frequent flyer and border control systems. Travelers
could use one convenient fingerprint template to pay for their travel expenses, such as airplane tickets and
hotel rooms. A pubic ID card for multipurpose use could incorporate biometrics. For example, a closed-circuit
surveillance video camera system can be automatically monitored with facial software.

Researchers are working on relaxing some constraints of existing face recognition algorithms to better adjust
to changes due to lighting, aging, rotation in depth, and common expressions. They are also studying how to
deal with variations in appearance due to such things as facial hair, glasses, and makeup — problems that
already have partial solutions.

The Microsoft Factor

On May 5, 2000, Microsoft entered into a partnership with I/O Software to integrate biometric authentication
technology into the Windows operating systems. Microsoft acquired I/O Software’s Biometric API (BAPI)
technology and SecureSuite core authentication technology to provide users with a higher level of network
security based on a personal authorization method.

This integration will enable users to log on to their computers and conduct secure E-commerce transactions
using a combination of fingerprint, iris pattern, or voice recognition and a cryptographic private key, instead
of a password. A biometric template is much more difficult to duplicate because no two individuals have the
same set of characteristics. Biometrics are well-suited to replace passwords and smart card PINs because
biometric data cannot be forgotten, lost, stolen, or shared with others.

Standardization Issues

The biometrics industry includes more than 150 separate hardware and software vendors, each with their own
proprietary interfaces, algorithms, and data structures. Standards are emerging to provide a common software
interface, to allow sharing of biometric templates, and to permit good comparison and evaluation of different
biometric technologies.

One such instance is the BioAPI standard that defines a common method for interfacing with a given
biometric application. BioAPI is an open-systems standard developed by a consortium of more than 60 vendors
and government agencies. Written in C, it consists of a set of function calls to perform basic actions common
to all biometric technologies, such as enroll user, verify asserted identity (authentication), and discover identity.
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Microsoft, the original founder of the BioAPI Consortium, dropped out and developed its own BAPI
biometric interface standard. This standard is based on BAPI technologies that Microsoft acquired from I/O
Software. Another draft standard is the Common Biometric Exchange File Format, which defines a common
means of exchanging and storing templates collected from a variety of biometric devices. The Biometric
Consortium has also presented a proposal for the Common Fingerprint Minutiae Exchange format, which
attempts to provide a level of interoperability for fingerprint technology vendors.

In addition to interoperability issues, biometrics standards are seen as a way of building a foundation for
biometrics assurance and testing methodologies. Biometric assurance refers to confidence that a biometric
device can achieve the intended level of security. Current metrics for comparing biometric technologies are
limited.

As a partial solution, the U.S. Department of Defense’s Biometrics Management Office and other groups
are developing standard testing methodologies. Much of this work is occurring within the contextual framework
of the Common Criteria. It is a model that the international security community developed to standardize
evaluation and comparison of all security products.

Selection Criteria

The selection of a static, integrated, or dynamic biometrics system depends on perceived user profiles, the need
to interface with other systems or databases, environmental conditions, and other parameters for each char-
acteristic, including:

+ Ease of use

+ Error incidence

* Accuracy

+ Cost

+ User acceptance

*+ Required security level
+ Long-term suitability

The rating for each parameter, except for the error incidence, varies from medium to very high. The error
incidence parameter refers to a short description on what causes the error (e.g., head injury, age, and glasses).
This is also a possibility that an imposter could be correctly authenticated (false acceptance as opposed to false
rejection where an authorized person is denied access).

Conclusion

We are entering an age of biometrics. Many technologies, once labeled as research projects, are now marketable.
Their popularity is attributed to the fact that biometrics are more difficult to steal, forget, or lose than
passwords. Each biometric type, however, has it own limitations. It will not work for all individuals because
some may have a disability that a biometric system is unable to enroll as a template. They also do not work
with individuals who markedly change their appearances.

While integration of facial, voice, and lip movement recognition is an interesting one, higher granularity
of lip movements is needed. Many individuals are not aware that lip reading without voice can be somewhat
confusing. This is true when lip movements appear to be the same for two or three different words. Wearable
biometrics — once science fiction — is now a reality. Seen in comic books decades ago, now one hears about
them with regard to military and health use.

Also, today personal computing for laptops along with a fingerprint secure lockbox containing a private
key, digital certificates, and secure passwords. Tomorrow, one may be able to swipe one’s fingertip on a car
door handle to gain access to one’s car. This, however, will not happen until the automobile manufacturers
succeed in making a chip that can adapt to a variety of weather conditions — ranging from mild to severe.

All of these have raised standardization issues. Standards on interoperability have been recommended, and
a few have been implemented. Trailing them are standards on testing methodologies that are still in the
developmental stage. Once the standardization efforts become more mature, new biometric technologies we
have not yet seen will make their grand entrance to the market. More of these technologies will be more
dynamic, in real-time, and in less constrained environments.
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Despite the progress that biometrics technologies will make, passwords are here to stay for some individuals
who have problems with enrolling a biometric template — due to a genetic defect, illness, age, or injury. Of
course, this is an assumption today. It may not be so tomorrow — particularly with breakthrough technologies
not yet on the blueprints.
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It Is All about Control

Chris Hare, CISSP, CISA

The security professional and the auditor come together around one topic:
control. The two professionals may not agree with the methods used to
establish control, but their concerns are related. The security professional
is there to evaluate the situation, identify the risks and exposures, recom-
mend solutions, and implement corrective actions to reduce the risk. The
auditor also evaluates risk, but the primary role is to evaluate the controls
implemented by the security professional. This role often puts the security
professional and the auditor at odds, but this does not need to be the case.

This chapter discusses controls in the context of the Common Body of
Knowledge of the Certified Information Systems Security Professional
(CISSP), but it also introduces the language and definitions used by the
audit profession. This approach will ease some of the concept misconcep-
tions and terminology differences between the security and audit profes-
sions. Because both professions are concerned with control, albeit from
different perspectives, the security and audit communities should have
close interaction and cooperate extensively.

Before discussing controls, it is necessary to define some parameters.
Audit does not mean security. Think of it this way: the security professional
does not often think in control terms. Rather, the security professional is
focused on what measures or controls should be put into operation to pro-
tect the organization from a variety of threats. The goal of the auditor is not
to secure the organization but to evaluate the controls to ensure risk is
managed to the satisfaction of management. Two perspectives of the same
thing — control.

WHAT IS CONTROL?

According to Webster’s Dictionary, control is a method “to exercise
restraining or directing influence over.” An organization uses controls to
regulate or define the limits of behavior for its employees or its operations
for processes and systems. For example, an organization may have a pro-
cess for defining widgets and uses controls within the process to maintain
quality or production standards. Many manufacturing facilities use controls
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to limit or regulate production of their finished goods. Professions such as
medicine use controls to establish limits on acceptable conduct for their
members. For example, the actions of a medical student or intern are mon-
itored, reviewed, and evaluated — hence controlled — until the applicable
authority licenses the medical student.

Regardless of the application, controls establish the boundaries and lim-
its of operation.

The security professional establishes controls to limit access to a facil-
ity or system or privileges granted to a user. Auditors evaluate the effec-
tiveness of the controls. There are five principle objectives for controls:

Propriety of information

Compliance with established rules

Safeguarding of assets

Efficient use of resources

Accomplishment of established objectives and goals

G wbh =

Propriety of information is concerned with the appropriateness and
accuracy of information. The security profession uses integrity or data
integrity in this context, as the primary focus is to ensure the information
is accurate and has not been inappropriately modified.

Compliance with established rules defines the limits or boundaries within
which people or systems must work. For example, one method of compli-
ance is to evaluate a process against a defined standard to verify correct
implementation of that process.

Safeguarding the organization’s assets is of concern for management, the
security professional, and the auditor alike. The term asset is used to
describe any object, tangible or intangible, that has value to the organiza-
tion.

The efficient use of resources is of critical concern in the current market.
Organizations and management must concern themselves with the appro-
priate and controlled use of all resources, including but not limited to cash,
people, and time.

Most importantly, however, organizations are assembled to achieve a
series of goals and objectives. Without goals to establish the course and
desired outcomes, there is little reason for an organization to exist.

To complete our definition of controls, Sawyer’s Internal Auditing, 4th
Edition, provides an excellent definition:

Control is the employment of all the means and devices in an enterprise
to promote, direct, restrain, govern, and check upon its various activi-
ties for the purpose of seeing that enterprise objectives are met. These
means of control include, but are not limited to, form of organization,
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policies, systems, procedures, instructions, standards, committees,
charts of account, forecasts, budgets, schedules, reports, checklists,
records, methods, devices, and internal auditing.

— Lawrence Sawyer
Internal Auditing, 4th Edition
The Institute of Internal Auditors

Careful examination of this definition demonstrates that security profes-
sionals use many of these same methods to establish control within the
organization.

COMPONENTS USED TO ESTABLISH CONTROL
A series of components are used to establish controls, specifically:

¢ The control environment

¢ Risk assessment

¢ Control activities

¢ Information and communication
¢ Monitoring

The control environment is a term more often used in the audit profes-
sion, but it refers to all levels of the organization. It includes the integrity,
ethical values, and competency of the people and management. The orga-
nizational structure, including decision making, philosophy, and authority
assignments are critical to the control environment. Decisions such as the
type of organizational structure, where decision-making authority is
located, and how responsibilities are assigned all contribute to the control
environment. Indeed, these areas can also be used as the basis for directive
or administrative controls as discussed later in the chapter.

Consider an organization where all decision-making authority is at the
top of the organization. Decisions and progress are slower because all
information must be focused upward. The resulting pace at which the orga-
nization changes is lower, and customers may become frustrated due to
the lack of employee empowerment.

However, if management abdicates its responsibility and allows anyone
to make any decision they wish, anarchy results, along with differing deci-
sions made by various employees. Additionally, the external audit organi-
zation responsible for reviewing the financial statements may have less
confidence due to the increased likelihood that poor decisions are being
made.

Risk assessments are used in many situations to assess the potential
problems that may arise from poor decisions. Project managers use risk
assessments to determine the activities potentially impacting the schedule
or budget associated with the project. Security professionals use risk
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assessments to define the threats and exposures and to establish appropriate
controls to reduce the risk of their occurrence and impact. Auditors also use
risk assessments to make similar decisions, but more commonly use risk
assessment to determine the areas requiring analysis in their review.

Control activities revolve around authorizations and approvals for spe-
cific responsibilities and tasks, verification and review of those activities,
and promoting job separation and segregation of duties within activities.
The control activities are used by the security professional to assist in the
design of security controls within a process or system. For example, SAP
associates a transaction — an activity — with a specific role. The security
professional assists in the review of the role to ensure no unauthorized
activity can occur and to establish proper segregation of duties.

The information and communication conveyed within an organization
provide people with the data they need to fulfill their job responsibilities.
Changes to organizational policies or management direction must be effec-
tively communicated to allow people to know about the changes and
adjust their behavior accordingly. However, communications with custom-
ers, vendors, government, and stockholders are also of importance. The
security professional must approach communications with care. Most
commonly, the issue is with the security of the communication itself. Was
the communication authorized? Can the source be trusted, and has the
information been modified inappropriately since its transmission to the
intended recipients? Is the communication considered sensitive by the
organization, and was the confidentiality of the communication main-
tained?

Monitoring of the internal controls systems, including security, is of
major importance. For example, there is little value gained from the instal-
lation of intrusion detection systems if there is no one to monitor the sys-
tems and react to possible intrusions. Monitoring also provides a sense of
learning or continuous improvement. There is a need to monitor perfor-
mance, challenge assumptions, and reassess information needs and infor-
mation systems in order to take corrective action or even take advantage
of opportunities for enhanced operations. Without monitoring or action
resulting from the monitoring, there is no evolution in an organization.
Organizations are not closed static systems and, hence, must adapt their
processes to changes, including controls. Monitoring is a key control pro-
cess to aid the evolution of the organization.

CONTROL CHARACTERISTICS

Several characteristics available to assess the effectiveness of the imple-
mented controls are commonly used in the audit profession. Security pro-
fessionals should consider these characteristics when selecting or design-
ing the control structure. The characteristics are:
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¢ Timeliness

e Economy

¢ Accountability

¢ Placement

¢ Flexibility

¢ Cause identification
¢ Appropriateness

e Completeness

Ideally, controls should prevent and detect potential deviations or unde-
sirable behavior early enough to take appropriate action. The timeliness of
the identification and response can reduce or even eliminate any serious
cost impact to the organization. Consider anti-virus software: organiza-
tions deploying this control must also concern themselves with the deliv-
ery method and timeliness of updates from the anti-virus vendor. However,
having updated virus definitions available is only part of the control
because the new definitions must be installed in the systems as quickly as
possible.

Security professionals regularly see solutions provided by vendors that
are not economical due to the cost or lack of scalability in large environ-
ments. Consequently, the control should be economical and cost effective
for the benefit it brings. There is little economic benefit for a control cost-
ing $100,000 per year to manage a risk with an annual impact of $1000.

The control should be designed to hold people accountable for their
actions. The user who regularly attempts to download restricted material
and is blocked by the implemented controls must be held accountable for
such attempts. Similarly, financial users who attempt to circumvent the
controls in financial processes or systems must also be held accountable.
In some situations, users may not be aware of the limits of their responsi-
bilities and thus may require training. Other users knowingly attempt to
circumvent the controls. Only an investigation into the situation can tell
the difference.

The effectiveness of the control is often determined by its placement.
Accepted placement of controls are considered:

e Before an expensive part of a process. For example, before entering the
manufacturing phase of a project, the controls must be in place to pre-
vent building the incorrect components.

e Before points of difficulty or no return. Some processes or systems have
a point where starting over introduces new problems. Consequently,
these systems must include controls to ensure all the information is
accurate before proceeding to the next phase.

¢ Between discrete operations. As one operation is completed, a control
must be in place to separate and validate the previous operation. For
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example, authentication and authorization are linked but discrete op-
erations.

e Where measurement is most convenient. The control must provide the
desired measurement in the most appropriate place. For example, to
measure the amount and type of traffic running through a firewall, the
measurement control would not be placed at the core of the network.

e Corrective action response time. The control must alert appropriate in-
dividuals and initiate corrective action either automatically or
through human intervention within a defined time period.

e After the completion of an error-prone activity. Activities such as data
entry are prone to errors due to keying the data incorrectly.

¢ Where accountability changes. Moving employee data from a human re-
sources system to a finance system may involve different accountabil-
ities. Consequently, controls should be established to provide both
accountable parties confidence in the data export and import pro-
cesses.

As circumstances or situations change, so too must the controls. Flexi-
bility of controls is partially a function of the overall security architecture.
The firewall with a set of hard-coded and inflexible rules is of little value as
organizational needs change. Consequently, controls should ideally be
modular in a systems environment and easily replaced when new methods
or systems are developed.

The ability to respond and correct a problem when it occurs is made
easier when the control can establish the cause of the problem. Knowing the
cause of the problem makes it easier for the appropriate corrective action
to be taken.

Controls must provide management with the appropriate responses and
actions. If the control impedes the organization’s operations or does not
address management’s concerns, it is not appropriate. As is always evident
to the security professional, a delicate balance exists between the two; and
often the objectives of business operations are at odds with other manage-
ment concerns such as security. For example, the security professional rec-
ommending system configuration changes may affect the operation of a
critical business system. Without careful planning and analysis of the con-
trols, the change may be implemented and a critical business function par-
alyzed.

Finally, the control must be complete. Implementing controls in only one
part of the system or process is no better than ignoring controls altogether.
This is often very important in information systems. We can control the
access of users and limit their ability to perform specific activities within
an application. However, if we allow the administrator or programmer a
backdoor into the system, we have defeated the controls already estab-
lished.
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There are many factors affecting the design, selection, and implementa-
tion of controls. This theme runs throughout this chapter and is one the
security professional and auditor must each handle on a daily basis.

TYPES OF CONTROLS

There are many types of controls found within an organization to
achieve its objectives. Some are specific to particular areas within the orga-
nization but are nonetheless worthy of mention. The security professional
should be aware of the various controls because he will often be called
upon to assist in their design or implementation.

Internal

Internal controls are those used to primarily manage and coordinate the
methods used to safeguard an organization’s assets. This process includes
verifying the accuracy and reliability of accounting data, promoting opera-
tional efficiency, and adhering to managerial polices.

We can expand upon this statement by saying internal controls provide
the ability to:

¢ Promote an effective and efficient operation of the organization, in-
cluding quality products and services

¢ Reduce the possibility of loss or destruction of assets through waste,
abuse, mismanagement, or fraud

¢ Adhere to laws and external regulations

¢ Develop and maintain accurate financial and managerial data and re-
port the same information to the appropriate parties on a timely basis

The term internal control is primarily used within the audit profession
and is meant to extend beyond the limits of the organization’s accounting
and financial departments.

Directive/Administrative

Directive and administrative controls are often used interchangeably to
identify the collection of organizational plans, policies, and records. These
are commonly used to establish the limits of behavior for employees and
processes. Consider the organizational conflict of interest policy.

Such a policy establishes the limits of what the organization’s employ-
ees can do without violating their responsibilities to the organization. For
example, if the organization states employees cannot operate a business on
their own time and an employee does so, the organization may implement
the appropriate repercussions for violating the administrative control.

Using this example, we can more clearly see why these mechanisms are
called administrative or directive controls — they are not easily enforced in
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automated systems. Consequently, the employee or user must be made
aware of limits and stay within the boundaries imposed by the control.

One directive control is legislation. Organizations and employees are
bound to specific conduct based upon the general legislation of the coun-
try where they work, in addition to any specific legislation regarding the
organization’s industry or reporting requirements. Every organization
must adhere to revenue, tax collection, and reporting legislation. Addition-
ally, a publicly traded company must adhere to legislation defining report-
ing requirements, senior management, and the responsibilities and liabili-
ties of the board of directors. Organizations that operate in the healthcare
sector must adhere to legislation specific to the protection of medical
information, confidentiality, patient care, and drug handling. Adherence to
this legislation is a requirement for the ongoing existence of the organiza-
tion and avoidance of criminal or civil liabilities.

The organizational structure is an important element in establishing
decision-making and functional responsibilities. The division of functional
responsibilities provides the framework for segregation of duties controls.
Through segregation of duties, no single person or department is respon-
sible for an entire process. This control is often implemented within the
systems used by organizations.

Aside from the division of functional responsibilities, organizations with
a centralized decision-making authority have all decisions made by a cen-
tralized group or person. This places a high degree of control over the orga-
nization’s decisions, albeit potentially reducing the organization’s effec-
tiveness and responsiveness to change and customer requirements.

Decentralized organizations place decision making and authority at var-
ious levels in the company with a decreasing range of approval. For exam-
ple, the president of the company can approve a $1 million expenditure,
but a first-level manager cannot. Limiting the range and authority of deci-
sion making and approvals gives the company control while allowing the
decisions to be made at the correct level. However, there are also many
examples in the news of how managers abuse or overstep their authority
levels. The intent in this chapter is not to present one as better than the
other but rather to illustrate the potential repercussions of choosing
either. The organization must make the decision regarding which model is
appropriate at which time.

The organization also establishes internal policies to control the behav-
ior of its employees. These policies typically are implemented by proce-
dures, standards, and guidelines. Policies describe senior management’s
decisions. They limit employee behavior by typically adding sanctions for
noncompliance, often affecting an employee’s position within the organiza-
tion. Policies may also include codes of conduct and ethics in addition to
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the normal finance, audit, HR, and systems policies normally seen in an
organization.

The collective body of documentation described here instructs employ-
ees on what the organization considers acceptable behavior, where and
how decisions are made, how specific tasks are completed, and what stan-
dards are used in measuring organizational or personal performance.

Accounting

Accounting controls are an area of great concern for the accounting and
audit departments of an organization. These controls are concerned with
safeguarding the organization’s financial assets and accounting records.
Specifically, these controls are designed to ensure that:

¢ Only authorized transactions are performed, recorded correctly, and
executed according to management’s directions.

¢ Transactions are recorded to allow for preparation of financial state-
ments using generally accepted accounting principles.

® Access to assets, including systems, processes, and information, is ob-
tained and permitted according to management’s direction.

¢ Assets are periodically verified against transactions to verify accuracy
and resolve inconsistencies.

While these are obviously accounting functions, they establish many con-
trols implemented within automated systems. For example, an organiza-
tion that allows any employee to make entries into the general ledger or
accounting system will quickly find itself financially insolvent and ques-
tioning its operational decisions.

Financial decision making is based upon the data collected and reported
from the organization’s financial systems. Management wants to know and
demonstrate that only authorized transactions have been entered into the
system. Failing to demonstrate this or establish the correct controls within
the accounting functions impacts the financial resources of the organiza-
tion. Additionally, internal or external auditors cannot validate the authen-
ticity of the transactions; they will not only indicate this in their reports
but may refuse to sign the organization’s financial reports. For publicly
traded companies, failing to demonstrate appropriate controls can be
disastrous.

The recent events regarding mishandling of information and audit doc-
umentation in the Enron case (United States, 2001-2002) demonstrate poor
compliance with legislation, accepted standards, accounting, and auditing
principles.
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Preventive

As presented thus far, controls may exist for the entire organization or
for subsets of specific groups or departments. However, some controls are
implemented to prevent undesirable behavior before it occurs. Other con-
trols are designed to detect the behaviors when they occur, to correct
them, and improve the process so that a similar behavior will not recur.

This suite of controls is analogous to the prevent-detect-correct cycle
used within the information security community.

Preventive controls establish mechanisms to prevent the undesirable
activity from occurring. Preventive controls are considered the most cost-
effective approach of the preventive-detective—corrective cycle. When a pre-
ventive control is embedded into a system, the control prevents errors and
minimizes the use of detective and corrective techniques. Preventive con-
trols include trustworthy, trained people, segregation of duties, proper autho-
rization, adequate documents, proper record keeping, and physical controls.

For example, an application developer who includes an edit check in the
zip or postal code field of an online system has implemented a preventive
control. The edit check validates the data entered as conforming to the zip
or postal code standards for the applicable country. If the data entered
does not conform to the expected standards, the check generates an error
for the user to correct.

Detective

Detective controls find errors when the preventive system does not
catch them. Consequently, detective controls are more expensive to design
and implement because they not only evaluate the effectiveness of the pre-
ventive control but must also be used to identify potentially erroneous
data that cannot be effectively controlled through prevention. Detective
controls include reviews and comparisons, audits, bank and other account
reconciliation, inventory counts, passwords, biometrics, input edit checks,
checksums, and message digests.

A situation in which data is transferred from one system to another is a
good example of detective controls. While the target system may have very
strong preventive controls when data is entered directly, it must accept
data from other systems. When the data is transferred, it must be pro-
cessed by the receiving system to detect errors. The detection is neces-
sary to ensure that valid, accurate data is received and to identify potential
control failures in the source system.

Corrective

The corrective control is the most expensive of the three to implement
and establishes what must be done when undesirable events occur. No
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matter how much effort or resources are placed into the detective con-
trols, they provide little value to the organization if the problem is not cor-
rected and is allowed to recur.

Once the event occurs and is detected, appropriate management and
other resources must respond to review the situation and determine why
the event occurred, what could have been done to prevent it, and imple-
ment the appropriate controls. The corrective controls terminate the loop
and feed back the new requirements to the beginning of the cycle for imple-
mentation.

From a systems security perspective, we can demonstrate these three
controls.

¢ An organization is concerned with connecting the organization to the
Internet. Consequently, it implements firewalls to limit (prevent) unau-
thorized connections to its network. The firewall rules are designed
according to the requirements established by senior management in
consultation with technical and security teams.

¢ Recognizing the need to ensure the firewall is working as expected and
to capture events not prevented by the firewall, the security teams es-
tablish an intrusion detection system (IDS) and a log analysis system
for the firewall logs. The IDS is configured to detect network behaviors
and anomalies the firewall is expected to prevent. Additionally, the log
analysis system accepts the firewall logs and performs additional anal-
ysis for undesirable behavior. These are the detective controls.

¢ Finally, the security team advises management that the ability to re-
view and respond to issues found by the detective controls requires a
computer incident response team (CIRT). The role of the CIRT is to ac-
cept the anomalies from the detective systems, review them, and de-
termine what action is required to correct the problem. The CIRT also
recommends changes to the existing controls or the addition of new
ones to close the loop and prevent the same behavior from recurring.

Deterrent

The deterrent control is used to discourage violations. As a control
itself, it cannot prevent them. Examples of deterrent controls are sanctions
built into organizational policies or punishments imposed by legislation.

Recovery

Recovery controls include all practices, procedures, and methods to
restore the operations of the business in the event of a disaster, attack, or
system failure. These include business continuity planning, disaster recov-
ery plans, and backups.
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All of these mechanisms enable the enterprise to recover information,
systems, and business processes, thereby restoring normal operations.

Compensating

If the control objectives are not wholly or partially achieved, an
increased risk of irregularities in the business operation exists. Addition-
ally, in some situations, a desired control may be missing or cannot be
implemented. Consequently, management must evaluate the cost-benefit
of implementing additional controls, called compensating controls, to
reduce the risk. Compensating controls may include other technologies,
procedures, or manual activities to further reduce risk.

For example, it is accepted practice to prevent application developers
from accessing a production environment, thereby limiting the risk associ-
ated with insertion of improperly tested or unauthorized program code
changes. However, in many enterprises, the application developer may be
part of the application support team. In this situation, a compensating con-
trol could be used to allow the developer restricted (monitored and/or lim-
ited) access to the production system, only when access is required.

CONTROL STANDARDS

With this understanding of controls, we must examine the control stan-
dards and objectives of security professionals, application developers, and
system managers. Control standards provide developers and administra-
tors with the knowledge to make appropriate decisions regarding key ele-
ments within the security and control framework. The standards are
closely related to the elements discussed thus far.

Standards are used to implement the control objectives, namely:

¢ Data validation

e Data completeness

¢ Error handling

¢ Data management

¢ Data distribution

¢ System documentation

Application developers who understand these objectives can build
applications capable of meeting or exceeding the security requirements of
many organizations. Additionally, the applications will be more likely to
satisfy the requirements established by the audit profession.

Data accuracy standards ensure the correctness of the information as
entered, processed, and reported. Security professionals consider this an
element of data integrity. Associated with data accuracy is data complete-
ness. Similar to ensuring the accuracy of the data, the security professional
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must also be concerned with ensuring that all information is recorded.
Data completeness includes ensuring that only authorized transactions
are recorded and none are omitted.

Timeliness relates to processing and recording the transactions in a
timely fashion. This includes service levels for addressing and resolving
error conditions. Critical errors may require that processing halts until the
error is identified and corrected.

Audit trails and logs are useful in determining what took place after the
fact. There is a fundamental difference between audit trails and logs. The
audit trail is used to record the status and processing of individual trans-
actions. Recording the state of the transaction throughout the processing
cycle allows for the identification of errors and corrective actions. Log files
are primarily used to record access to information by individuals and what
actions they performed with the information.

Aligned with audit trails and logs is system monitoring. System adminis-
trators implement controls to warn of excessive processor utilization, low
disk space, and other conditions. Developers should insert controls in
their applications to advise of potential or real error conditions. Manage-
ment is interested in information such as the error condition, when it was
recorded, the resolution, and the elapsed time to determine and implement
the correction.

Through techniques including edit controls, control totals, log files,
checksums, and automated comparisons, developers can address tradi-
tional security concerns.

CONTROL IMPLEMENTATION

The practical implementations of many of the control elements dis-
cussed in this chapter are visible in today’s computing environments. Both
operating system and application-level implementations are found, often
working together to protect access and integrity of the enterprise informa-
tion.

The following examples illustrate and explain various control tech-
niques available to the security professional and application developer.

Transmission Controls

The movement of data from the origin to the final processing point is of
importance to security professionals, auditors, management, and the
actual information user. Implementation of transmission controls can be
established through the communications protocol itself, hardware, or
within an application.
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For example, TCP/IP implementations handle transmission control
through the retransmission of information errors when received. The abil-
ity of TCP/IP to perform this service is based upon error controls built into
the protocol or service. When a TCP packet is received and the checksum
calculated for the packet is incorrect, TCP requests retransmission of the
packet. However, UDP packets must have their error controls implemented
at the application layer, such as with NFS.

Sequence

Sequence controls are used to evaluate the accuracy and completeness
of the transmission. These controls rely upon the source system generat-
ing a sequence number, which is tested by the receiving system. If the data
is received out of sequence or a transmission is missing, the receiving sys-
tem can request retransmission of the missing data or refuse to accept or
process any of it.

Regardless of the receiving system’s response, the sequence controls
ensure data is received and processed in order.

Hash

Hash controls are stored in the record before it is transmitted. These
controls identify errors or omissions in the data. Both the transmitting and
receiving systems must use the same algorithm to compute and verify the
computed hash. The source system generates a hash value and transmits
both the data and the hash value.

The receiving system accepts both values, computes the hash, and ver-
ifies it against the value sent by the source system. If the values do not
match, the data is rejected. The strength of the hash control can be
improved through strong algorithms that are difficult to fake and by using
different algorithms for various data types.

Batch Totals

Batch totals are the precursors to hashes and are still used in many
financial systems. Batch controls are sums of information in the transmit-
ted data. For example, in a financial system, batch totals are used to record
the number of records and the total amounts in the transmitted transac-
tions. If the totals are incorrect on the receiving system, the data is not pro-
cessed.

Logging

A transaction is often logged on both the sending and receiving systems
to ensure continuity. The logs are used to record information about the
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transmission or received data, including date, time, type, origin, and other
information.

The log records provide a history of the transactions, useful for resolv-
ing problems or verifying that transmissions were received. If both ends of
the transaction keep log records, their system clocks must be synchro-
nized with an external time source to maintain traceability and consistency
in the log records.

Edit

Edit controls provide data accuracy and consistency for the application.
With edit activities such as inserting or modifying a record, the application
performs a series of checks to validate the consistency of the information
provided.

For example, if the field is for a zip code, the data entered by the user can
be verified to conform to the data standards for a zip code. Likewise, the
same can be done for telephone numbers, etc.

Edit controls must be defined and inserted into the application code as
it is developed. This is the most cost-efficient implementation of the con-
trol; however, it is possible to add the appropriate code later. The lack of
edit controls affects the integrity and quality of the data, with possible
repercussions later.

PHYSICAL

The implementation of physical controls in the enterprise reduces the
risk of theft and destruction of assets. The application of physical controls
can decrease the risk of an attacker bypassing the logical controls built
into the systems. Physical controls include alarms, window and door con-
struction, and environmental protection systems. The proper application
of fire, water, electrical, temperature, and air controls reduces the risk of
asset loss or damage.

DATA ACCESS

Data access controls determine who can access data, when, and under
what circumstances. Common forms of data access control implemented
in computer systems are file permissions. There are two primary control
methods — discretionary access control and mandatory access control.

Discretionary access control, or DAC, is typically implemented
through system services such as file permissions. In the DAC implemen-
tation, the user chooses who can access a file or program based upon the
file permissions established by the owner. The key element here is that
the ability to access the data is decided by the owner and is, in turn,
enforced by the system.
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Mandatory access control, also known as MAC, removes the ability of
the data owner alone to decide who can access the data. In the MAC model,
both the data and the user are assigned a classification and clearance. If
the clearance assigned to the user meets or exceeds the classification of
the data and the owner permits the access, the system grants access to the
data. With MAC, the owner and the system determine access based upon
owner authorization, clearance, and classification.

Both DAC and MAC models are available in many operating system and
application implementations.

WHY CONTROLS DO NOT WORK

While everything present in this chapter makes good sense, implement-
ing controls can be problematic. Overcontrolling an environment or imple-
menting confusing and redundant controls results in excessive human/
monetary expense. Unclear controls might bring confusion to the work
environment and leave people wondering what they are supposed to do,
delaying and impacting the ability of the organization to achieve its goals.
Similarly, controls might decrease effectiveness or entail an implementation
that is costlier than the risk (potential loss) they are designed to mitigate.

In some situations, the control may become obsolete and effectively
useless. This is often evident in organizations whose polices have not
been updated to reflect changes in legislation, economic conditions, and
systems.

Remember: people will resist attempts to control their behaviors. This is
human nature and very common in situations in which the affected individ-
uals were not consulted or involved in the development of the control.
Resistance is highly evident in organizations in which the controls are so
rigid or overemphasized as to cause mental or organizational rigidity. The
rigidity causes a loss of flexibility to accommodate certain situations and
can lead to strict adherence to procedures when common sense and ratio-
nality should be employed.

Personnel can and will accept controls. Most people are more willing to
accept them if they understand what the control is intended to do and why.
This means the control must be a means to an end and not the end itself.
Alternatively, the control may simply not achieve the desired goal. There
are four primary reactions to controls the security professional should
consider when evaluating and selecting the control infrastructure:

1. The control is a game. Employees consider the control as a chal-
lenge, and they spend their efforts in finding unique methods to cir-
cumvent the control.

2. Sabotage. Employees attempt to damage, defeat, or ignore the control
system and demonstrate, as a result, that the control is worthless.
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3. Inaccurate information. Information may be deliberately managed to
demonstrate the control as ineffective or to promote a department
as more efficient than it really is.

4. Control illusion. While the control system is in force and working,
employees ignore or misinterpret results. The system is credited
when the results are positive and blamed when results are less fa-
vorable.

The previous four reactions are fairly complex reactions. Far more simplis-
tic reactions leading to the failure of control systems have been identified:

¢ Apathy. Employees have no interest in the success of the system, lead-
ing to mistakes and carelessness.

¢ Fatigue. Highly complex operations result in fatigue of systems and
people. Simplification may be required to address the problem.

e Executive override. The executives in the organization provide a “get
out of jail free” card for ignoring the control system. Unfortunately, the
executives involved may give permission to employees to ignore all
the established control systems.

e Complexity. The system is so complex that people cannot cope with it.

e Communication. The control operation has not been well communicat-
ed to the affected employees, resulting in confusion and differing in-
terpretations.

e Efficiency. People often see the control as impeding their abilities to
achieve goals.

Despite the reasons why controls fail, many organizations operate in
very controlled environments due to business competitiveness, handling
of national interest or secure information, privacy, legislation, and other
reasons. People can accept controls and assist in their design, develop-
ment, and implementation. Involving the correct people at the correct time
results in a better control system.

SUMMARY

This chapter has examined the language of controls, including defini-
tions and composition. It has looked at the different types of controls,
some examples, and why controls fail. The objective for the auditor and the
security professional alike is to understand the risk the control is designed to
address and implement or evaluate as their role may be. Good controls do
depend on good people to design, implement, and use the control.

However, the balance between the good and the bad control can be as
simple as the cost to implement or the negative impact to business opera-
tions. For a control to be effective, it must achieve management’s objec-
tives, be relevant to the situation, be cost effective to implement, and easy
for the affected employees to use.
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Controlling FTP:
Providing Secured
Data Transfers

Chris Hare, CISSP, CISA

Several scenarios exist that must be considered when looking for a solution:

+ The user with a log-in account who requires FTP access to upload or download reports generated by
an application. The user does not have access to a shell; rather, his default connection to the box will
connect him directly to an application. He requires access to only his home directory to retrieve and
delete files.

+ The user who uses an application as his shell but does not require FTP access to the system.

+ An application that automatically transfers data to a remote system for processing by a second
application.

It is necessary to find an elegant solution to each of these problems before that solution can be considered
viable by an organization.

Scenario A

A user named Bob accesses a UNIX system through an application that is a replacement for his normal UNIX
log-in shell. Bob has no need for, and does not have, direct UNIX command-line access. While using the
application, Bob creates reports or other output that he must upload or download for analysis or processing.
The application saves this data in either Bob’s home directory or a common directory for all application users.

Bob may or may not require the ability to put files onto the application server. The requirements break
down as follows:

+ Bob requires FTP access to the target server.
+ Bob requires access to a restricted number of directories, possibly one or two.
+ Bob may or may not require the ability to upload files to the server.

Scenario B

Other application users in the environment illustrated in Scenario A require no FTP access whatsoever.
Therefore, it is necessary to prevent them from connecting to the application server using FTP.

Scenario C

The same application used by the users in Scenarios A and B regularly dumps data to move to another system.
The use of hard-coded passwords in scripts is not advisable because the scripts must be readable for them to
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be executed properly. This may expose the passwords to unauthorized users and allow them to access the target
system. Additionally, the use of hard-coded passwords makes it difficult to change the password on a regular
basis because all scripts using this password must be changed.

A further requirement is to protect the data once stored on the remote system to limit the possibility of
unauthorized access, retrieval, and modification of the data.

While there are a large number of options and directives for the /etc/ ftpaccess file, the focus here
is on those that provide secured access to meet the requirements in the scenarios described.

Controlling FTP Access

Advanced FTP servers such as wu-ftpd provide extensive controls for controlling FTP access to the target
system. This access does not extend to the IP layer, as the typical FTP client does not offer encryption of the
data stream. Rather, FTP relies on the properties inherent in the IP (Internet Protocol) to recover from
malformed or lost packets in the data stream. This means one still has no control over the network component
of the data transfer. This may allow for the exposure of the data if the network is compromised. However, that
is outside the scope of the immediate discussion.

wu-ftpd uses two control files: /etc/ftpusers and /etc/ftpaccess. The /etc/ftpusers file
is used to list the users who do not have FTP access rights on the remote system. For example, if the /etc/
ftpusers file is empty, then all users, including root, have FTP rights on the system. This is not the desired
operation typically, because access to system accounts such as root are to be controlled. Typically, the /etc/
ftpusers file contains the following entries:

* root

* bin

+ daemon

+ adm

< 1p

+ sync

+ shutdown
+ halt

* mail

* news

* uucp

* operator
+ games

* nobody

When users in this list, root for example, attempt to access the remote system using FTP, they are denied access
because their account is listed in the /etc/ftpusers file. This is illustrated in Exhibit 3.1.

By adding additional users to this list, one can control who has FTP access to this server. This does, however,
create an additional step in the creation of a user account, but it is a related process and could be added as a
step in the script used to create a user. Should a user with FTP privileges no longer require this access, the
user’s name can be added to the /etc/ ftpusers list at any time. Similarly, if a denied user requires this
access in the future, that user can be removed from the list and FTP access restored.

Recall the requirements of Scenario B: the user has a log-in on the system to access his application but does
not have FTP privileges. This scenario has been addressed through the use of /etc/ftpusers. The user
can still have UNIX shell access or access to a UNIX-based application through the normal UNIX log-in
process. However, using /etc/ftpusers prevents access to the FTP server and eliminates the problem of
unauthorized data movement to or from the FTP server. Most current FTP server implementations offer the
/etc/ftpusers feature.
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EXHIBIT 3.1 Denying FTP Access

C:\WINDOWS>ftp 192.168.0.2

Connected to 192.168.0.2.

220 poweredge.home.com FTP server (Version wu-
2.6.1(1) Wed Aug 9 05:54:50 EDT 20
00) ready.

User (192.168.0.2:(none)): root

331 Password required for root.
Password:

530 Login incorrect.

Login failed.

ftp>

Extending Control

Scenarios A and C require additional configuration because reliance on the extended features of the wu-ftpd
server is required. These control extensions are provided in the file /etc/ftpaccess. A sample /etc/
ftpaccess file is shown in Exhibit 3.2. This is the default /etc/ftpaccess file distributed with wu-
ftpd. Before one can proceed to the problem at hand, one must examine the statements in the /etc/
ftpaccess file. Additional explanation for other statements not found in this example, but required for the
completion of our scenarios, are also presented later in the article.

The class statement in /etc/ftpaccess defines a class of users, in the sample file a user class named
all, with members of the class being real, guest, and anonymous. The syntax for the class definition is:

class <class> <typelist> <addrglob> [<addrglob> ...]

Typelist is one of real, guest, or anonymous. The real keyword matches users to their real user
accounts. Anonymous matches users who are using anonymous FTP access, while guest matches guest
account access. Each of these classes can be further defined using other options in this file. Finally, the class
statement can also identify the list of allowable addresses, hosts, or domains that connections will be accepted
from. There can be multiple class statements in the file; the first one matching the connection will be used.

Defining the hosts requires additional explanation. The host definition is a domain name, a numeric address,
or the name of a file, beginning with a slash (‘/’) that specifies additional address definitions. Additionally, the
address specification may also contain IP address:netmask or IP address/CIDR definition. (CIDR, or
Classless Internet Domain Routing, uses a value after the IP address to indicate the number of bits used for
the network. A Class C address would be written as 192.168.0/24, indicating 24 bits are used for the network.)

It is also possible to exclude users from a particular class using a ‘I’ to negate the test. Care should be taken
in using this feature. The results of each of the class statements are OR'd together with the others, so it is
possible to exclude an allowed user in this manner. However, there are other mechanisms available to deny
connections from specific hosts or domains. The primary purpose of the class statement is to assign connec-
tions from specific domains or types of users to a class. With this in mind, one can interpret the class statement
in Exhibit 3.2, shown here as:

class all real,guest,anonymous *
This statement defines a class named all, which includes user types real, anonymous, and guest.
Connections from any host are applicable to this class.

The email clause specifies the e-mail address of the FTP archive maintainer. It is printed at various times
by the FTP server.
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EXHIBIT 3.2 Sample /etc/ftpaccess File

class all real,guest,anonymous *
email root@localhost
loginfails 5

readme README * login
readme README * cwd=*

message /var/ftp/welcome.msg login
message .message cwd=*

compressyesall

taryesall

chmodnoguest, anonymous
deletenoguest,anonymous
overwritenoguest,anonymous
renamenoguest, anonymous

log transfers anonymous,real inbound,outbound
shutdown /etc/shutmsg

passwd-check rfc822 warn

The message clause defines a file to be displayed when the user logs in or when they change to a directory.
The statement

message /var/ftp/welcome.msg login

causes wu-ftpd to display the contents of the file /var/ftp/welcome.msg when a user logs in to the FTP
server. It is important for this file be somewhere accessible to the FTP server so that anonymous users will also
be greeted by the message.
NOTE: Some FTP clients have problems with multiline responses, which is how the file is displayed.

When accessing the test FTP server constructed for this article, the message file contains:

*kkkk WARNING *hkkkk

This is a private FTP server. If you do not have an account,
you are not welcome here.

khkkkkkkhkhkhkkhkkhkhkkkkkx

It is currently %T local time in Ottawa, Canada.

You are %U@%R accessing %L.

for help, contact &%E.

The $<char> strings are converted to the actual text when the message is displayed by the server. The result is:

331 Password required for chare.

Password:

230_***** WARNING *kkk %k

230-This is a private FTP server. If you do not have an account,
230-you are not welcome here.

230_*******************

230-It is currently Sun Jan 28 18:28:01 2001 local time in Ottawa,
Canada.
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EXHIBIT 3.3 %char Definitions

Tag Description

3T Local time (form Thu Nov 15 17:12:42 1990)
3F Free space in partition of CWD (kbytes)

%C Current working directory

3E The maintainer’s e-mail address as defined in ftpaccess
2R Remote host name

3L Local host name

su Username as determined via RFC931 authentication
28U Username given at log-in time

%M Maximum allowed number of users in this class

N Current number of users in this class

3B Absolute limit on disk blocks allocated
%b Preferred limit on disk blocks

%Q Current block count

3T Maximum number of allocated inodes (+1)
%1 Preferred inode limit

%q Current number of allocated inodes

%H Time limit for excessive disk use

%h Time limit for excessive files

gxu  Uploaded bytes

%xd  Downloaded bytes

%xR  Upload/download ratio (1:n)

gxc  Credit bytes

%xT  Time limit (minutes)

%xE  Elapsed time since log-in (minutes)
%xL  Time left

%xU  Upload limit

$xD  Download limit

230-You are chare@chris accessing poweredge.home.com.
230-for help, contact root@localhost.

230-

230-

230 User chare logged in.

ftp>

The $<char> tags available for inclusion in the message file are listed in Exhibit 3.3.
It is allowable to define a class and attach a specific message to that class of users. For example:

classrealreal*
classanonanonymous*
message/var/ftp/welcome.msgloginreal

Now, the message is only displayed when a real user logs in. It is not displayed for either anonymous or guest
users. Through this definition, one can provide additional information using other tags listed in Exhibit 3.3.
The ability to display class-specific message files can be extended on a user-by-user basis by creating a class
for each user. This is important because individual limits can be defined for each user.

The message command can also be used to display information when a user enters a directory. For example,
using the statement

message /var/ftp/etc/.message CWD=*
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EXHIBIT 3.4 Directory-Specific Messages

User (192.168.0.2:(none)): anonymous

331 Guest login ok, send your complete e-mail address
as password.

Password:

230 Guest login ok, access restrictions apply.
ftp> cd etc

250_***** WARNING ***x%%

250-There is no data of any interest in the /etc
directory.

250-

250 CWD command successful.

ftp>

causes the FTP server to display the specified file when the user enters the directory. This is illustrated in
Exhibit 3.4 for the anonymous user. The message itself is displayed only once to prevent annoying the user.

The noretrieve directive establishes specific files no user is permitted to retrieve through the FTP server.
If the path specification for the file begins with a °/’ then only those files are marked as nonretrievable. If the
file specification does not include the leading ‘/, then any file with that name cannot be retrieved.

For example, there is a great deal of sensitivity with the password file on most UNIX systems, particularly
if that system does not make use of a shadow file. Aside from the password file, there is a long list of other
files that should not be retrievable from the system, even if their use is discouraged. The files that should be
marked for nonretrieval are files containing the names:

+ passwd
* shadow
+ .profile
* .netrc
+ .rhosts
+ .cshrc
+ profile
+ core
+ .htaccess
« /etc
« /bin
+ /sbin
This is not a complete list, as the applications running on the system will likely contain other files that should

be specifically identified.
Using the noretrieve directive follows the syntax:

noretrieve [absolute|relative] [class=<classname>]
[-] <file— name> <filename>

For example,
noretrieve passwd
prevents any user from downloading any file on the system named passwd.
When specifying files, it is also possible to name a directory. In this situation, all files in that directory are
marked as nonretrievable. The option absolute or relative keywords identify if the file or directory is

an absolute or relative path from the current environment. The default operation is to consider any file starting
with a °/” as an absolute path. Using the optional class keyword on the noretrieve directive allows this
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restriction to apply to only certain users. If the class keyword is not used, the restriction is placed against
all users on the FTP server.

Denying Connections

Connections can be denied based on the IP address or domain of the remote system. Connections can also be
denied based on how the user enters his password at log-in.
NOTE: This password check applies only to anonymous FTP users. It has no effect on real users because they
authenticate with their standard UNIX password.

The password-check directive informs the FTP server to conduct checks against the password entered. The
syntax for the password-check directive is

passwd-check <none|trivial|rfc822> (<enforce|warn>)

It is not recommended to use password-check with the hone argument because this disables analysis of
the entered password and allows meaningless information to be entered. The trivial argument performs
only checking to see if there is an ‘@ in the password. Using the argument is the recommended action and
ensures the password is compliant with the RFC822 e-mail address standard.

If the password is not compliant with the trivial or rfc822 options, the FTP server can take two
actions. The warn argument instructs the server to warn the user that his password is not compliant but still
allows access. If the enforce argument is used, the user is warned and the connection terminated if a
noncomplaint password is entered.

Use of the deny clause is an effective method of preventing access from specific systems or domains. When
a user attempts to connect from the specified system or domain, the message contained in the specified file is
displayed. The syntax for the deny clause is:

deny <addrglob> <message file>

The file location must begin with a slash (/’). The same rules described in the class section apply to the
addrglob definition for the deny command. In addition, the use of the keyword ! nameservd is allowed
to deny connections from sites without a working nameserver.

Consider adding a deny clause to this file; for example, adding deny ! nameservd /var/ftp/.deny
to /etc/ftpaccess. When testing the deny clause, the denied connection receives the message contained
in the file. Using the !nameservd definition means that any host not found in a reverse DNS query to get
a host name from an IP address is denied access.

Connected to 192.168.0.2.

220 poweredge.home.com FTP server (Version wu-2.6.1(1)

Wed Aug 9 05:54:50 EDT 20

00) ready.

User (192.168.0.2:(none)): anonymous

331 Guest login ok, send your complete e-mail address as password.
Password:

530-**** ACCESS DENIED ****

530-

530-Access to this FTP server from your domain has been denied by the
administrator.

530-

530 Login incorrect.

Login failed.

ftp>

The denial of the connection is based on where the connection is coming from, not the user who authenticated
to the server.
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EXHIBIT 3.5 Timeout Directives

Timeout Value Default Recommended
Timeout accept <seconds> 120 120
Timeout connect <seconds> 120 120
Timeout data <seconds> 1200 1200
Timeout idle <seconds> 900 900
Timeout maxidle <seconds> 7200 1200
Timeout RFC931 <seconds> 10 10

Connection Management

With specific connections denied, this discussion must focus on how to control the connection when it is
permitted. A number of options for the server allow this and establish restrictions from throughput to access
to specific files or directories.

Preventing anonymous access to the FTP server is best accomplished by removing the ftp user from the /
etc/passwd file. This instructs the FTP server to deny all anonymous connection requests.

The guestgroup and guestuser commands work in a similar fashion. In both cases, the session is set
up exactly as with anonymous FTP. In other words, a chroot () is done and the user is no longer permitted
to issue the USER and PASS commands. If using guestgroup, the groupname must be defined in the
/etc/group file; or in the case of guestuser, a valid entry in /etc/passwd.

guestgroup <groupname> [<groupname> ...]
guestuser <username> [<username> ...]
realgroup <groupname> [<groupname> ...]
realuser <username> [<username> ...]

In both cases, the user’s home directory must be correctly set up. This is accomplished by splitting the home
directory entry into two components separated by the characters ‘/./. The first component is the base directory
for the FTP server and the second component is the directory the user is to be placed in. The user can enter
the base FTP directory but cannot see any files above this in the file system because the FTP server establishes
a restricted environment.

Consider the /etc/passwd entry:

systemx:<passwd>:503:503:FTP Only Access from
systemx:/var/ftp/./systemx:/etc/ftponly

When systemx successfully logs in, the FTP server will chroot (“/var/ftp”) and then chdir(“/
systemx” ). The guest user will only be able to access the directory structure under /var/ftp (which
will look and act as / to systemx), just as an anonymous FTP user would.

Either an actual name or numeric ID specifies the group name. To use a numeric group ID, place a ‘%’
before the number. Ranges may be given and the use of an asterisk means all groups. guestuser works like
guestgroup except uses the username (or numeric ID).

realuser and realgroup have the same syntax but reverse the effect of guestuser and guest-
group. They allow real user access when the remote user would otherwise be determined a guest. For example:

guestuser *
realuser chare

causes all nonanonymous users to be treated as guest, with the sole exception of user chare, who is permitted
real user access. Bear in mind, however, that the use of /etc/ftpusers overrides this directive. If the user
is listed in /etc/ftpusers, he is denied access to the FTP server.

It is also advisable to set timeouts for the FTP server to control the connection and terminate it appropriately.
The timeout directives are listed in Exhibit 3.5. The accept timeout establishes how long the FTP server will
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wait for an incoming connection. The default is 120 seconds. The connect value establishes how long the
FTP server will wait to establish an outgoing connection. The FTP server generally makes several attempts and
will give up after the defined period if a successful connection cannot be established.

The data timeout determines how long the FTP server will wait for some activity on the data connection.
This should be kept relatively long because the remote client may have a low-speed link and there may be a
lot of data queued for transmission. The idle timer establishes how long the server will wait for the next
command from the client. This can be overridden with the —a option to the server. Using the access clause
overrides both the command-line parameter if used and the default.

The user can also use the SITE IDLE command to establish a higher value for the idle timeout. The
maxidle value establishes the maximum value that can be established by the FTP client. The default is 7200
seconds. Like the idle timeout, the default can be overridden using the —A command-line option to the FTP
server. Defining this parameter overrides the default and the command line. The last timeout value allows the
maximum time for the RFC931 ident/AUTH conversation to occur. The information recorded from the
RFC931 conversation is recorded in the system logs and used for any authentication requests.

Controlling File Permissions

File permissions in the UNIX environment are generally the only method available to control who has access
to a specific file and what they are permitted to do with that file. It may be a requirement of a specific
implementation to restrict the file permissions on the system to match the requirements for a specific class of
users.

The defumask directive allows the administrator to define the umask, or default permissions, on a per-
class or systemwide basis. Using the defumask command as

defumask 077

causes the server to remove all permissions except for the owner of the file. If running a general access FTP
server, the use of a 077 umask may be extreme. However, umask should be at least 022 to prevent modification
of the files by other than the owner.

By specifying a class of user following the umask, as in

defumask 077 real

all permissions are removed. Using these parameters prevents world writable files from being transferred to
your FTP server. If required, it is possible to set additional controls to allow or disallow the use of other
commands on the FTP server to change file permissions or affect the files. By default, users are allowed to
change file permissions and delete, rename, and overwrite files. They are also allowed to change the umask
applied to files they upload. These commands allow or restrict users from performing these activities.

chmod <yes|no> <typelist>
delete <yes|no> <typelist>
overwrite <yes|no> <typelist>
rename <yes|no> <typelist>
umask <yes|no> <typelist>

To restrict all users from using these commands, apply the directives as:

chmod no all
delete no all
overwrite no all
rename no all
umask no all
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Setting these directives means no one can execute commands on the FTP server that require these privileges.
This means the FTP server and the files therein are under the full control of the administrator.

Additional Security Features

There are a wealth of additional security features that should be considered when configuring the server. These
control how much information users are shown when they log in about the server, and print banner messages
among other capabilities.

The greeting directive informs the FTP server to change the level of information printed when the user
logs in. The default is full, which prints all information about the server. A full message is:

220 poweredge.home.com FTP server (Version wu-2.6.1(1)
Wed Aug 9 05:54:50 EDT 2000) ready.

A brief message on connection prints the server name as:
220 poweredge.home.com FTP server ready.

Finally, the terse message, which is the preferred choice, prints only:
220 FTP server ready.

The full greeting is the default unless the greeting directive is defined. This provides the most information

about the FTP server. The terse greeting is the preferred choice because it provides no information about

the server to allow an attacker to use that information for identifying potential attacks against the server.
The greeting is controlled with the directive:

greeting <full|brief|terse>
An additional safeguard is the banner directive using the format:
banner <path>

This causes the text contained in the named file to be presented when the users connect to the server prior to
entering their username and password. The path of the file is relative from the real root directory, not from
the anonymous FTP directory. If one has a corporate log-in banner that is displayed when connecting to a
system using Telnet, it would also be available to use here to indicate that the FTP server is for authorized
users only.

NOTE: Use of this command can completely prevent noncompliant FTP clients from estab-
lishing a connection. This is because not all clients can correctly handle multiline respons-
es, which is how the banner is displayed.

Connected to 192.168.0.2.

220-

220-* *

220-%* *WARNTING **

220-* *

220-*ACCESS TO THIS FTP SERVER IS FOR AUTHORIZED USERS ONLY.*
220-*ALL ACCESS IS LOGGED AND MONITORED. IF YOU ARE NOT AN%*
220-*AUTHORIZED USER, OR DO NOT AGREE TO OUR MONITORING POLICY, *
220-*DISCONNECT NOW. *

220-*% *
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220-*NO ABUSE OR UNAUTHORIZED ACCESS IS TOLERATED.*
220-* *

220-

220-

220 FTP server ready.

User (192.168.0.2:(none)):

At this point, one has controlled how the remote user gains access to the FTP server, and restricted the
commands they can execute and the permissions assigned to their files. Additionally, certain steps have been
taken to ensure they are aware that access to this FTP server is for authorized use only. However, one must
also take steps to record the connections and transfers made by users to fully establish what is being done on
the FTP server.

Logging Capabilities

Recording information in the system logs is a requirement for proper monitoring of transfers and activities
conducted on the FTP server. There are a number of commands that affect logging, and each is presented in
this section. Normally, only connections to the FTP server are logged. However, using the log commands
directive, each command executed by the user can be captured. This may create a high level of output on a
busy FTP server and may not be required. However, it may be advisable to capture traffic for anonymous and
guest users specifically. The directive syntax is:

log commands <typelist>

As with other directives, it is known that typelist is a combination of real, anonymous, and guest.
If the real keyword is used, logging is done for users accessing FTP using their real accounts. Anonymous
logs all commands performed by anonymous users, while guest matches users identified using the guest-
group or guestuser directives.

Consider the line

log commands guest, anonymous

which results in all commands performed by anonymous and guest users being logged. This can be useful for
later analysis to see if automated jobs are being properly performed and what files are uploaded or downloaded.

Like the log commands directive, log transfers performs a similar function, except that it records
all file transfers for a given class of users. The directive is stated as:

log transfers <typelist> <directions>

The directions argument is inbound or outbound. Both arguments can be used to specify logging of
transfers in both directions. For clarity, inbound are files transferred to the server, or uploads, and outbound
are transfers from the server, or downloads. The typelist argument again consists of real, anonymous,
and guest.

It is not only essential to log all of the authorized functions, but also to record the various command and
requests made by the user that are denied due to security requirements. For example, if there are restrictions
placed on retrieving the password file, it is desirable to record the security events. This is accomplished for
real, anonymous, and guest users using the log security directive, as in:

log security <typelist>
If rename is a restricted command on the FTP server, the log security directive results in the following entries

Feb 11 20:44:02 poweredge ftpd[23516]: RNFR dayo.wav
Feb 11 20:44:02 poweredge ftpd[23516]: RNTO day-o.wav
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Feb 11 20:44:02 poweredge ftpd[23516]: systemx of localhost.home.com
[127.0.0.1]
tried to rename /var/ftp/systemx/dayo.wav to /var/ftp/systemx/day-o.wav

This identifies the user who tried to rename the file, the host that the user connected from, and the original
and desired filenames. With this information, the system administrator or systems security personnel can
investigate the situation.

Downloading information from the FTP server is controlled with the noretrieve clause in the /etc/
ftpaccess file. It is also possible to limit uploads to specific directories. This may not be required, depending
on the system configuration. A separate entry for each directory one wishes to allow uploads to is highly
recommended. The syntax is:

upload [absolute|relative] [class=<classname>]... [-] <root-dir>
<dirglob> <yes|no> <owner> <group> <mode> [“dirs”|”nodirs”] [<d_mode>]

This looks overly complicated, but it is in fact relatively simple. Define a directory called <dirglob> that
permits or denies uploads. Consider the following entry:

upload /var/ftp /incoming yes ftpadmin ftpadmin 0440 nodirs

This means that for a user with the home directory of /var/ftp, allow uploads to the incoming directory.
Change the owner and group to be ftpadmin and change the permissions to readonly. Finally, do not allow
the creation of directories. In this manner, users can be restricted to the directories to which they can upload
files. Directory creation is allowed by default, so one must disable it if required.

For example, if one has a user on the system with the following password file entry:

chare:x:500:500:Chris Hare:/home/chare:/bin/bash

and one wants to prevent the person with this userid from being able to upload files to his home directory,
simply add the line:

upload /home/chare no

to the /etc/ftpaccess file. This prevents the user chare from being able to upload files to his home
directory. However, bear in mind that this has little effect if this is a real user, because real users will be able
to upload files to any directory they have write permission to. The upload clause is best used with anonymous
and guest users.
NOTE: The wu-ftpd server denies anonymous uploads by default.

To see the full effect of the upload clause, one must combine its use with a guest account, as illustrated with
the systemx account shown here:

systemx:x:503:503:FTP access from System X:/home/
systemx/./:/bin/false

Note in this password file entry the home directory path. This entry cannot be made when the user account
is created. The “/./' is used by wu-ftpd to establish the chroot environment. In this case, the user is
placed into his home directory, /home/systemx, which is then used as the base for his chroot file system.
At this point, the guest user can see nothing on the system other than what is in his home directory.

Using the upload clause of

upload /home/chare yes

means the user can upload files to this home directory. When coupled with the noretrieve clause discussed
earlier, it is possible to put a high degree of control around the user.
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The Complete /etc/ftpaccess File

The discussion thus far has focused on a number of control directives available in the wu-ftpd FTP server. It
is not necessary that these directives appear in any particular order. However, to further demonstrate the
directives and relationships between those directives, the /etc/ftpaccess file is illustrated in Exhibit 3.6.

Revisiting the Scenarios

Recall the scenarios from the beginning of this article. This section reviews each scenario and defines an example
configuration to achieve it.

Scenario A

A user named Bob accesses a UNIX system through an application that is a replacement for his normal UNIX
log-in shell. Bob has no need for, and does not have, direct UNIX command-line access. While using the
application, Bob creates reports or other output that he must retrieve for analysis. The application saves this
data in either Bob’s home directory or a common directory for all application users.

Bob may or may not require the ability to put files onto the application server. The requirements break
down as follows:

+ Bob requires FTP access to the target server.
+ Bob requires access to a restricted number of directories, possibly one or two.
+ Bob may or may not require the ability to upload files to the server.

Bob requires the ability to log into the FTP and access several directories to retrieve files. The easiest way
to do this is to deny retrieval for the entire system by adding a line to /etc/ftpaccess as

noretrieve /

This marks every file and directory as nonretrievable. To allow Bob to get the files he needs, one must set those
files or directories as such. This is done using the allow-retrieve directive. It has exactly the same syntax
as the noretrieve directive, except that the file or directory is now retrievable. Assume that Bob needs to
retrieve files from the /tmp directory. Allow this using the directive

allow-retrieve /tmp
When Bob connects to the FTP server and authenticates himself, he cannot get files from his home directory.

ftp> pwd

257 “/home/bob” is current directory.

ftp> get .xauth xauth

200 PORT command successful.

550 /home/chare/.xauth is marked unretrievable

However, Bob can retrieve files from the /tmp directory.

ftp> cd /tmp

250 CWD command successful.

ftp> pwd

257 “/tmp” is current directory.

ftp> get .X0-lock X0lock

200 PORT command successful.

150 Opening ASCII mode data connection for .X0-lock (11 bytes).
226 Transfer complete.

ftp: 12 bytes received in 0.00Seconds 12000.00Kbytes/sec.

ftp>
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EXHIBIT 3.6 The /etc/ftpaccess File

#

# Define the user classes

#

class all real,guest *
class anonymous anonymous *
class real real *
#

# Deny connections from systems with no reverse DNS

# deny !nameservd /var/ftp/.deny

#

# What is the email address of the server
administrator. Make sure

# someone reads this from time to time.

email root@localhost

#

# How many login attempts can be made before logging
an error message and

# terminating the connection?

#

loginfails 5

greeting terse

readme  README¥* login

readme README* cwd=*

#

# Display the following message at login
#

message /var/ftp/welcome.msg login

banner /var/ftp/warning.msg

#

# display the following message when entering the
directory

#

message .message cwd=*

#

# ACCESS CONTROLS

#

# What is the default umask to apply if no other
matching directive exists

#

defumask 022

chmod no guest,anonymous
delete no guest,anonymous
overwriteno guest,anonymous
rename no guest,anonymous

# remove all permissions except for the owner if
the user is a member of the
# real class
#
defumask 077real
guestuser systemx
realuser chare
#
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EXHIBIT 3.6 The /etc/ftpaccess File (continued)

#establish timeouts
#

timeout accept 120
timeout connect 120
timeout data 1200
timeout idle 900
timeout maxidel 1200

establish non-retrieval

noretrieve passwd
noretrieve shadow
noretrieve .profile
noretrieve .netrc
noretrieve .rhosts
noretrieve .cshrc
noretrieve profile
noretrieve core
noretrieve .htaccess
noretrieve /etc
noretrieve /bin
noretrieve /sbin
noretrieve /
allow-retrieve /tmp

FH W HF R HFHRHFHRHFRHRHRHFHHR

upload /home/systemx / no

#

# Logging

#

log commands anonymous,guest,real

log transfers anonymous,guest,real inbound,outbound
log security anonymous,real,guest

compress yes all
tar yes all

shutdown /etc/shutmsg

passwd-check rfc822 warn

If Bob must be able to retrieve files from his home directory, an additional allow-retrieve directive is
required:

class real real *
allow-retrieve /home/bob class=real

When Bob tries to retrieve a file from anywhere other than /tmp or his home directory, access is denied.

Additionally, it may be necessary to limit Bob’s ability to upload files. If a user requires the ability to upload
files, no additional configuration is required, as the default action for the FTP server is to allow uploads for
real users. If one wants to prohibit uploads to Bob’s home directory, use the upload directive:
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upload /home/bob / no

This command allows uploads to the FTP server.
The objective of Scenario A has been achieved.

Scenario B

Other application users in the environment illustrated in Scenario A require no FTP access whatsoever.
Therefore, it is necessary to prevent them from connecting to the application server using FTP.

This is done by adding those users to the /etc/ftpaccess file. Recall that this file lists a single user per
line, which is checked. Additionally, it may be advisable to deny anonymous FTP access.

Scenario C

The same application used by the users in Scenarios A and B regularly dumps data to move to another system.
The use of hard-coded passwords in scripts is not advisable because the scripts must be readable for them to
be executed properly. This may expose the passwords to unauthorized users and allow them to access the target
system. Additionally, the use of hard-coded passwords makes it difficult to change the password on a regular
basis because all scripts using this password must be changed.

A further requirement is to protect the data once stored on the remote system to limit the possibility of
unauthorized access, retrieval, and modification of the data.

Accomplishing this requires the creation of a guest user account on the system. This account will not support
alog-in and will be restricted in its FTP abilities. For example, create a UNIX account on the FTP server using
the source hostname, such as systemx. The password is established as a complex string but with the other
compensating controls, the protection on the password itself does not need to be as stringent. Recall from an
earlier discussion that the account resembles

systemx:x:503:503:FTP access from System X:/home/
systemx/./:/bin/false

Also recall that the home directory establishes the real user home directory, and the ftp chroot directory. Using
the upload command

upload /home/systemx / no

means that the systemx user cannot upload files to the home directory. However, this is not the desired function
in this case. In this scenario, one wants to allow the remote system to transfer files to the FTP server. However,
one does not want to allow for downloads from the FTP server. To do this, the command

noretrieve /
upload /home/systemx / yes

prevents downloads and allows uploads to the FTP server.
One can further restrict access by controlling the ability to rename, overwite, change permissions, and delete
a file using the appropriate directives in the /etc/ftpaccess file:

chmodnoguest, anonymous
deletenoguest, anonymous
overwritenoguest,anonymous
renamenoguest, anonymous

Because the user account has no interactive privileges on the system and has restricted privileges on the FTP
server, there is little risk involved with using a hard-coded password. While using a hard-coded password is
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not considered advisable, there are sufficient controls in place to compensate for this. Consider the following
controls protecting the access:

The user cannot retrieve files from the system.

The user can upload files.

The user cannot see what files are on the system and thus cannot determine the names of the files to block
the system from putting the correct data on the server.

The user cannot change file permissions.

The user cannot delete files.

The user cannot overwrite existing files.

The user cannot rename files.

The user cannot establish an interactive session.

FTP access is logged.

With these compensating controls to address the final possibility of access to the system and the data using
a password attack or by guessing the password, it will be sufficiently difficult to compromise the integrity of
the data.

The requirements defined in the scenario have been fulfilled.

Summary

This discussion has shown how one can control access to an FTP server and allow controlled access for
downloads or uploads to permit the safe exchange of information for interactive and automated FTP sessions.
The extended functionality offered by the wu-ftpd FTP server provides extensive access, and preventative and
detective controls to limit who can access the FTP server, what they can do when they can connect, and the
recording of their actions.
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Privacy in the
Healthcare Industry

Kate Borten, CISSP

All that may come to my knowledge in the exercise of my profession or outside of my profession or in
daily commerce with men, which ought not to be spread abroad, I will keep secret and will never reveal.

— from the Hippocratic Oath
Hippocrates, “Father of Medicine,” approximately 400 B.C.

Years ago, doctors worked alone, or with minimal support, and personally hand-wrote their patients’ medical
records. Sometimes the most intimate information was not even recorded. Doctors knew their patients as
friends and neighbors and simply remembered many details. Patients paid doctors directly, sometimes in cash
and sometimes in goods or services. There were no “middle men” involved. And the Hippocratic Oath served
patients well.

But along the way to today’s world, in which the healthcare delivery and payment systems are one of the
nation’s biggest industries, many intermediaries have arisen, and mass processing and computers have replaced
pen, paper, and the locked desk drawer.

After all, there are so many players involved, private and public, delivering services and paying for them,
all under complex conditions and formulas, that it is almost impossible for all but the smallest organizations
to do business without some degree of automation. Think about the data trail in the following scenario.

Imagine that a person is covered by a health insurance plan and that person develops a respiratory problem.
The person sees his primary care doctor who recommends a chest x-ray. The person visits his local radiology
practice, perhaps at his nearby hospital, and has the x-ray. If all goes smoothly, the x-ray results are commu-
nicated back to the doctor who calls in a prescription to the pharmacy. Along the way, one may pay a co-
payment or partial payment, but one expects that the bulk of the charges will be paid automatically by one’s
insurance plan. Sometime later, one may receive an “explanation of benefits” describing some of these services,
how much was charged for them, and how much was paid by the insurance plan. But because one is not
expected to respond, one files it without much thought or one might even throw it away.

Instead of limited and independent interactions between a patient and each provider (primary doctor,
radiologist, pharmacist) in which the patient is provided with some healthcare service and pays for it directly,
nowadays there is a complex intertwining of businesses behind the scenes, resulting in information about the
patient being spread far and wide.

Consider who has acquired information about the patient, simply because of these few interactions with
the healthcare system:

The primary physician

The primary physician’s staff:

— The secretary or receptionist who checks in the patient and books a follow-up appointment when
the patient leaves; may also book an appointment for the x-ray

— The nurse who takes blood pressure and other measurements and notes them in the patient’s record
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— The medical records personnel who pull the medical record before the appointment, make sure it
is updated by the physician, and then re-file it

— The biller who compiles the demographic, insurance, and clinical information about the patient,
which the insurance plan requires in order to pay the bill for this visit

The radiologist

The radiologist’s staff:

— The secretary/receptionist who checks the patient in

— The technician who takes the x-rays

— The medical/film records personnel who file the patient’s record

— The biller who compiles the demographic, insurance, and clinical information about this x-ray visit
so that the radiologist gets paid by the insurer

The hospital where the radiologist is based:
— Business staff, including billers who compile the same information in order to bill the insurer for
the hospital-based components of the radiology visit
— Possibly additional medical records staff if the primary doctor is also part of the hospital and the
hospital keeps a medical record for the patient
+ The pharmacy:
— The clerk who takes the message with the patient’s name, doctor’s information, and prescription
— The pharmacist who fills the prescription
— The clerk who interacts with the patient when picking up the prescription
— The billing personnel who submit the patient’s information to the insurer for payment
+ The patient’s insurance company:
— The claims processing staff who receive separate claims from the primary physician, the radiologist,
the hospital, and the pharmacy
— Sometimes another, secondary insurance company or agency if bills are covered by more than one
insurer

If the large number of people with the patient’s private information is beginning to make one uneasy,
consider these additional people who may have access to this information — often including the full set of
demographic information, insurance information, diagnoses, procedures or tests performed, medications
prescribed, etc.:

+ Quality assurance personnel, typically hospital-based, who periodically review records
+ Surveyors from national accreditation agencies who may read the patient’s record as part of a review
of the hospital

+ Fund-raising personnel
+ Marketing personnel or even marketing companies separate from the doctor, hospital, or pharmacy

+ Researchers who may use detailed information about the patient for research studies
Now imagine that the patient’s condition worsens and he or she is admitted to the hospital. The number
of people with access to the information becomes a roaring crowd:

+ The admitting department staff

+ Dietary department staff

+ Housekeeping staff

+ All physicians at the hospital

+ Medical students, residents, nursing students

+ Pharmacy staff and students

+ Social services staff and students

+ State agencies to which the hospital reports all patient admissions

Finally, peel back another layer and note further access:

+ Many information systems staff, including those supporting the healthcare applications, the databases,
the servers, the network

+ Many computer system vendors that provide customer support
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+ Numerous third-party businesses, such as:
— Transcriptionists who “key in” doctors’ notes on patients
— Clearinghouses that transform the hospital’s electronic data into acceptable formats for the insurance
companies
— Law firms
— Auditors

What if instead of a simple respiratory condition, the patient’s ailment results from HIV infection? Consider
the case of the Washington (D.C.) Hospital Center. A patient’s HIV status was revealed to his co-workers after
a hospital employee failed to keep the information confidential. The jury ordered the hospital to pay $250,000
(P. Slevin, “Man Wins Suit over Disclosure of HIV Status,” The Washington Post, December 30, 1999, p. B4).

Many people may feel that they have nothing sensitive in their records, nothing that would cause them
embarrassment or could lead to discrimination. But even so, people should be entitled to basic protections
and access controls. These are basic information security tenets, after all.

Rarely are people informed of how their personal health information is used or disseminated, and it is even
more unusual that they are given a choice about it and an opportunity to restrict some uses.

Much of this information sharing is, in fact, legitimate and necessary. If people are to receive good healthcare,
itis important that their caregivers have access to all relevant information. People generally accept that insurance
companies will have access to information about them in order to pay their bills. But the industry has left the
door wide open by passively permitting access (1) by many more individuals, and (2) to much more information
than appropriate or necessary, thus violating the basic information security principle of least necessary privilege.
People want their caregivers to have access, but not every caregiver at a given hospital. People understand that
insurance companies need some information to ensure that the claims they are paying are legitimate, but it is
not clear that they need access to as much personal detail as is common today.

Until recently, the healthcare industry generally lacked formal information security programs. There are
several reasons for this. For one, many in the industry believe that there is little commercial value in medical
data en masse, and, therefore, such organizations are not likely targets for theft. There are examples of highly
visible individuals’ records being exposed, but the industry has viewed them as exceptions. Tennis star Arthur
Ashe took pains to keep his HIV-positive status secret, but it was leaked to the press by a healthcare worker.
In fact, it is highly probably that individual privacy breaches occur regularly, but go undetected and perhaps
without visible consequence to the patients. People now recognize that there definitely is commercial value in
large databases of medical data from ordinary people, as noted by drug stores sharing their patient prescription
records with pharmaceutical companies, for example.

Furthermore, hospitals and other healthcare providers have traditionally based their policies primarily on
ethical values and an honor system alone, and have not implemented consistent, specific, written procedures
and technical controls. After all, there has been an assumption that all doctors (and, by extension, their support
staffs) are ethical, and no one would want to prevent access to a medical record when that patient is in crisis.
Unfortunately, that approach does not scale well. In a small office where each person’s behavior is under
scrutiny, it may suffice with the addition of a few procedures and technical controls. But once an organization
becomes large and multifunctional, this approach alone simply cannot provide assurance of the confidentiality,
integrity, and availability of patient information.

While the lack of a formal security program protecting health data in the context of treatment and payment
is disconcerting, many secondary uses of personal information are not even known to us, nor does one have
any control over them.

As Simson Garfinkel asserts so chillingly in his book, Database Nation: The Death of Privacy in the 21st
Century, never before has so much information about each one of us been gathered and used in ways we can
barely imagine. Identity theft is a rapidly growing problem. Although not covered in this chapter, many
resources are available that focus on the problem. (Government Web sites such as the Department of Justice’s
www.usdoj.gov, the Social Security Administration’s www.ssa.gov, and the joint agency site www.consumer.gov
all explore the topic of identity theft.) And although one may not clearly understand what is happening and
the potential damage, there definitely is a growing sense in this country that one’s privacy is very much at risk.

In September 1999, a Wall Street Journal/ ABC poll asked Americans to identify their biggest concern about
the twenty-first century. While economic, political, and environmental concerns might first come to mind, the
most commonly cited response was the loss of personal privacy.

What does this mean in the context of healthcare? Examples abound showing that this concern is valid:

© 2004 by CRC Press LLC


www.usdoj.gov
www.ssa.gov
www.consumer.gov

+ Following routine tests by her doctor, an Orlando, Florida, woman received a letter from a drug company
promoting its treatment for her high cholesterol (“Many Can Hear What You Tell Your Doctors: Records
of Patients Are Not Kept Private,” Orlando Sentinel, November 30, 1997, p. Al).

+ A banker who served on his local health board compared patient information to his bank’s loan
information. He called due the mortgages of patients with cancer (The National Law Journal, May 30,
1994).

+ In the course of investigating a mental health therapist for fraud, the FBI obtained patients’ records.
When the FBI discovered one of its own employees among those patients, it targeted the employee as
unfit, forcing him into early retirement, although he was later found fit for employment (A. Rubin,
“Records No Longer for Doctor’s Eyes Only,” Los Angeles Times, September 1, 1998, p. Al).

This reality has negative implications for healthcare. Dr. Donald Palmisano, a member of the American
Medical Association’s board of trustees states, “If the patient doesn’t believe [his or her] medical information
will remain confidential, then we won’t get the information we need to make the diagnosis.” (The Boston Globe
Magazine, September 17, 2000, p. 7.)

Indeed, in January 1999, a survey by Princeton Survey Research Associates for the California Health Care
Foundation concluded that 15 percent of U.S. adults have “done something out of the ordinary to keep personal
medical information confidential. The steps people have taken to protect medical privacy include behaviors
that may put their own health at risk ....” Those steps include “going to another doctor; ... not seeking care to
avoid disclosure to an employer; giving inaccurate or incomplete information on medical history; and asking
a doctor to not write down the health problem or record a less serious or embarrassing condition.”

This loss of privacy and trust in the healthcare system is at last being forcefully addressed through federal
legislation.

HIPAA

The Health Insurance Portability and Accountability Act (HIPAA) of 1996 has multiple objectives, one of which
is cost-savings through standardization of the electronic transactions that flow between business partners in
the healthcare system. Hence, at the time that that section of the HIPAA becomes effective, when an individual
enrolls in a health insurance plan or seeks care resulting in a claim and payment, the relevant information will
be transmitted via electronic records of a standard format, using standard code sets and unique, universal
identifiers for employers, providers, and payers.

While standardization will reduce costs, Congress fortunately recognized that it will also increase risks
to information security and privacy. As more personal health information than ever is captured in electronic
form and, furthermore, in common formats, it becomes vastly easier for someone to inappropriately access
and use our information. HIPAA does away with proprietary formats, so one loses some of the safety of
“security through obscurity.” While there may be direct benefits to letting one’s doctor have access to all one’s
health information — from hospital records to pharmacies and labs all across the country — it could be very
damaging or, at least, embarrassing for one’s employer or a marketing company to have such easy access.

Therefore, Congress added both security and privacy requirements to this Act. The Act directed the U.S.
Department of Health and Human Services (HHS) to develop information security regulations. And it directed
Congress to pass health privacy legislation by August 1999, or else HHS would be required to step in and
develop privacy regulations. Unfortunately, while a number of health privacy bills were debated in committee,
none ever made it to the members of Congress for a vote. Thus, it fell to HHS to develop privacy regulations
in addition to those for security. But HHS has limited authority and can regulate only healthcare providers
and health insurance companies, essentially omitting many other businesses using health information, such
as the transcription agency and law firm mentioned above. So, until a broad-scope health privacy law is passed
by Congress, large gaps in our legal protections remain.

The HIPAA privacy rule was finalized in December 2000 and, barring intervention, the deadline for com-
pliance for most covered organizations is February 2003. The HIPAA security rule was finalized on April 21,
2003. Covered entities have until April 21, 2005, to comply; small health plans have until April 21, 2006.

How do the security and privacy regulations relate to each other? Information security professionals generally
recognize a common definition of information security as the assurance of confidentiality, integrity, and
availability of protected resources. In the healthcare arena, confidentiality receives the most attention because
of the perceived sensitivity of patient information. But the creators of the HIPAA security rule recognized the
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full scope of security and mandated a comprehensive information security program. After all, the integrity of
the results of one’s lab tests and the availability of one’s record of allergic reactions, for example, can be
extremely important to one’s health!

Hence, those organizations covered by HIPAA are responsible for implementing a formal information
security program. On the other hand, the concept of privacy is centered primarily on the individual. Privacy
laws specify what rights a person has regarding access to and control of information about oneself, and they
describe the obligations organizations have in assuring those rights. Privacy requires information security, and
in many ways they are two sides of the same coin.

Anticipating the challenge of crafting an appropriate and acceptable health privacy law, Congress called on
the Secretary of HHS for recommendations. In 1997, then-Secretary Donna Shalala presented a report to
Congress that she based on five principles. These principles are drawn from the fair information practices
drawn up decades earlier by the U.S. Government.

The fair information practices were used as the foundation for the Fair Credit Reporting Act, which gives
people the right to obtain a plain-language copy of their financial credit report (at little or no cost) and to
have errors corrected through a straightforward process. They also form the basis for privacy laws in many
European Union countries and other modern nations. However, in the United States, moves toward an all-
encompassing federal privacy law in the 1970s were derailed due to fears of “Big Brother” or the government
having too much control over people’s personal information.

Secretary Shalala’s five principles — which are also reflected in HHS’s privacy rule — are these:

1. Boundaries. Information collected for one purpose cannot be used for a different purpose without the
express consent of the individual.

2. Consumer control. Individuals have the right to a copy of their record, have the right to correct erroneous
information in their record, and have a right to know how their information is being used and given
to other organizations.

3. Public responsibility. There must be a fair balance between the rights of the individual and the public
good. (In other words, there is not an absolute right to privacy.)

4. Accountability. There will be penalties for those who violate the rules.

5. Security. Organizations have an obligation to protect the personally identifiable information under their
control.

The last principle is particularly significant in understanding the relationship between the HIPAA security
and privacy requirements. This makes it clear that one cannot have privacy without security, particularly in
the area of access controls. The HIPAA privacy rule from HHS tells us when access to a person’s health
information is appropriate, when it is not, when explicit consent is required, etc. It also requires adherence to
the “minimum necessary” security principle, the creation of audit trails, and the security training of the
workforce. These regulations can be translated directly into conventional security and access control mecha-
nisms that make up an organization’s formal security program — policies, procedures, physical and technical
controls, and education. In fact, the privacy rule broadly reiterates the need for security safeguards and thus
could be interpreted as encompassing the separate HIPAA security rule requirements.

Other Patient Privacy Laws

In 1999, President Clinton signed the Gramm-Leach-Bliley Act (GLB) into law with some reluctance. This law
breaks down the legal barriers between the insurance, banking, and brokerage businesses, allowing them to
merge and share information. It is assumed that this will provide rich marketing opportunities. However,
despite privacy protections in GLB, individuals will not have control over much of that sharing of their detailed,
personal information, sometimes including health information. Clinton pledged to give greater control to
individuals and, with the HIPAA privacy rule, appears to have done so with health data, at least to some degree.

Turning to case law and privacy, the outcomes are uneven across the country, as described in The Right to
Privacy by lawyers Ellen Alderman and Caroline Kennedy in 1995. But a case from 1991 involving the Princeton
Medical Center and one of their surgeons who became HIV-positive makes a significant statement. The court
found that medical center staff had breached the doctor’s privacy when they looked up his medical information,
although they were not responsible for his treatment. In other words, they accessed his information for other
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than a professional “need to know,” and the court agreed that this constituted a breach of privacy. For those
in the information security field, this case confirms a basic tenet of information security.

With the advent of HIPAA and the growing sophistication of lawyers and judges in the realms of security
and technology, one should expect more such lawsuits.

Technical Challenges in Complying with New Privacy Laws and
Regulations

As healthcare organizations collectively review the HIPAA security and privacy requirements, several areas
present technical challenges.

Lack of Granular Access Controls

One of the current technical issues is the lack of sufficiently granular controls in the applications to limit the
access of authorized users. This issue has several facets.

First, while systems have long been capable of limiting access by function or by types of data through role-
based access control, it is difficult to develop algorithms to limit access to only certain patients. For example,
it is typical for patient registration clerks to have access to demographic and insurance data in order to record
or update a patient’s address or insurance plan. But they do not have access to a patient’s lab tests or a doctor’s
notes about the patient’s condition. On the other hand, they have access to the demographic and insurance
data of every patient in that healthcare organization. Because that information is kept historically, that often
means the registration clerk has access to thousands, if not millions, of personal records. That type of infor-
mation is usually not considered particularly sensitive. People’s names, addresses, and telephone numbers are
commonly published in telephone books, and most people do not keep the name of their health insurance
plan a secret. But, in fact, this information falls under the full protection of HIPAA and can put people at risk
if left unprotected. Imagine a battered woman who is seeking treatment while she is in hiding. She willingly
gives her temporary address to her doctor so that the doctor can contact her, and she has a reasonable
expectation that this information will be kept private and not divulged to her former partner.

An even more disconcerting example of the lack of granular access control is the wide access to a person’s
actual medical information: diagnoses, test results, doctors notes, surgery or procedures performed, medica-
tions prescribed, etc. It is not unusual for all physicians at a hospital and their support staff to have access to
the full historic database of patients — thousands or even millions of patients’ records. The same is true of
medical and other students, as well as numerous individuals in business functions such as billing and medical
records.

If organizations recognize the risks in these instances, they most often react by indicating they are at the
mercy of their application vendors and the products simply do not provide tighter controls. So organizations
use compensating controls such as policies, procedures, and education to counteract system deficiencies. It is
very common for healthcare organizations to require workforce members to sign a confidentiality agreement
stating that they will not access information other than for a business need to know. That done, many
organizations have been lulled into believing they have met their obligation to protect the confidentiality of
health information.

Indeed, this is not a trivial problem to solve. In a small medical practice, it may be clear-cut; but in an
academic medical center — arguably the most complex healthcare organization — it becomes very difficult to
anticipate the circle of workforce professionals, support staff, and business and administrative personnel who
should have access to any given patient’s record.

This presents an exciting opportunity for system designers to develop creative solutions. For example, in
Britain, a new system developed by Dr. Ross J. Anderson, University of Cambridge, and implemented in several
hospitals uses a distinct access control list (ACL) for each patient. This ACL is maintained by the patient’s
primary doctor who can, for example, temporarily add names of consulting specialists as needed. Support staff
are linked to their physicians and thereby gain access as appropriate.

An analogous context-based access control solution could be developed in the United States based on
relationships with a given patient. For example, many health plans require a designated primary care physician
as a gatekeeper for healthcare services. A growing number of healthcare applications allow for such a desig-
nation, as well as for consulting physicians. And hospital admitting systems have long allowed for designation
of a referring physician, an admitting physician, and an attending physician. Thus, in addition to standard
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role-based access control, an individual’s access can be further limited to those patients with whom there is a
relationship. But the solution must be easy to administer and must extend to the non-professionals who have
broad access.

Even if only a rough algorithm were developed to define some subset of the total patient population, a
“break the glass” technique could readily be applied. This would work as follows. If a physician needed to
access the record of a patient beyond the usual circle of patients, a warning screen would appear with a message
such as, “Are you sure you need to access this patient? This action will be recorded and reviewed.” If the doctor
proceeded to access the patient’s record, an immediate alarm would sound; for example, a message would be
sent to the security officer’s pager, or that audit log record would be flagged for explicit follow-up on the next
business day. This mechanism would serve as a powerful deterrent to inappropriate accesses.

The second facet of the granular access control problem has to do with the requirements of the HIPAA
privacy rule. That rule states that organizations must ask patients for permission to use their data for each
specific purpose, such as marketing. Patients may agree and later revoke that authorization. This suggests that
applications, or even database access tools, may no longer freely access every patient’s record in the database
if the reason for the access is related to marketing. Before retrieving a record, the software must somehow
determine this patient’s explicit wishes. That is not a technically challenging problem, but identifying the reason
for the access is. One can make assumptions based on the user’s role, which is often defined in the security
system. For example, if a user works in the marketing department and has authorizations based on that role,
one might assume the purpose for the access is related to marketing. But this approach does not apply neatly
across the spectrum of users. The most obvious example is the physician whose primary role is patient care,
but who may also serve in an administrative or research function. Some vendors have attempted to solve this
problem by asking the user, as he accesses a record, to pick the reason for the access from a list of choices.
However, a self-selected reason would not be likely to qualify as a security control in the eyes of information
security professionals or auditors.

Patient-Level Auditing

The lack of sufficiently granular access control as described above, combined with the human tendency toward
curiosity, lead to a common problem of inappropriate “browsing” or looking up patient records for other than
authorized business reasons. In the best light, this may be done because of sympathy and concern for a family
member, friend, or colleague. At its worst, it may be done for malicious intent or for monetary gain. A group
of Medicaid clerks were prosecuted for selling copies of recipients’ financial resources to sales representatives
of managed care companies (Forbes, May 20, 1996, p. 252).

This behavior obviously threatens the confidentiality of the data entrusted to healthcare organizations and
the privacy of the particular patients. It is a problem of particular significance in the healthcare industry where
simply reading a record can be extremely damaging to the patient.

When concerns about inappropriate browsing are so great that the hospital’s own employees are reluctant
to seek care there, stronger measures are called for. Years ago, one hospital with an in-house-developed online
system added a patient-level audit capability to counteract this threat. Since then, other hospitals and some
healthcare system vendors have incorporated this valuable security feature into their systems. It is conceptually
different from a standard database audit trail or record of changes to information in that it records all access,
regardless of whether the information was altered or not. Second, unlike a database audit trail, it is less important
to record exactly what data was accessed beyond which patient was accessed. If a user looked up a neighbor’s record
although there was no business reason, the security rules were broken, regardless of how much information about
the neighbor the user actually saw.

Inappropriate browsing is a fundamental privacy issue that organizations are required by HIPAA to address
through information security techniques such as the patient-level audit trail. This audit trail is also used to
inform patients, upon their request, of disclosures of their information for a variety of reasons, whether
appropriate and authorized or not.

The technical challenges with this type of audit trail are the potential performance and storage impacts and
the retrospective review of large volumes of audit trail records.

This type of audit trail must be in effect for every patient, not just selected individuals. Thus, it is easy to
imagine that system performance could be degraded to an unacceptable level if this feature is not carefully
designed. Similarly, the size of each audit record must be considered in terms of online storage space. As
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computing power and storage become less expensive, these should not be major barriers. But the remaining
technical challenge is for designers to provide tools for analyzing the masses of audit data to identify potential
abuses. Under the HIPAA, it will no longer be sufficient to have these audit trails on hand when a problem
arises; organizations will be expected to proactively monitor these files. Yet picking out the inappropriate access
from the vast majority of appropriate record accesses is not yet simple or routine. Clever filters are needed to
help us discern appropriate from inappropriate accesses.

Internet Use

The healthcare industry is rapidly embracing the Internet, somewhat surprisingly because it is not known for
being an early adopter of new technologies. However, the Internet is enticing as a communications vehicle
between providers and payers, among geographically separate parts of the same organization, and, ultimately,
between the business and the consumer.

It has long been acknowledged that the Internet can be used with relative safety if transmissions are encrypted
and if entities use strong, two-factor authentication. Indeed, those are the Internet-use requirements imposed
by the HIPAA on the healthcare world.

The encryption requirement can be met today through numerous products and solutions using proven
algorithms such as 3DES, RSA, and ECC — and AES in the near future. But the authentication requirement
presents significant implementation challenges.

Many healthcare organizations today use tokens with PINs for reliable, two-factor authentication of remote
users. But consider current and arising Internet business activities and it becomes apparent that this solution
is not scalable to the healthcare industry’s consumers, that is, the public. Yet the HIPAA does not release
healthcare organizations from their duty to protect when the communications are with a patient or health
insurance plan member.

Already there are examples of healthcare organizations interacting with patients and plan members via the
Internet. Some hospitals permit patient access to test results and other medical record information. Some
pharmacies permit patients to order prescription refills. Some insurance plans permit subscribers to update
address and primary care physician designation. And e-mail communications between physicians or insurance
plans and patients are becoming commonplace.

Ross Perot’s Dallas company, Perot Systems, has a multimillion dollar contract with Harvard Pilgrim Health
Care, a major Boston-area HMO, to “create an Internet-based ‘HMO of the future.” The first step in November
2000 was the unveiling of a Web site for employers and employees to enroll in the health plan. But in the
future, “Perot envisions a system where hospitals, doctors, employers, members, and the HMO will ... be able
to log on and update patient accounts..., ‘a model for how medicine should be practiced in the 21st century.”
(L. Kowalczyk, “Perot’s Model HMO: Billionaire, Harvard Pilgrim Eye Internet-Based System,” The Boston
Globe, March 8, 2000, p. D1).

But while these communications are often encrypted (although not always), they typically authenticate the
patient or subscriber using only a static password or PIN. This is occurring even at healthcare facilities using
two-factor authentication for their own workforce’s dial-up access. How do they reconcile these significantly
different levels of security? Today, many healthcare organizations are simply unaware of the HIPAA requirement
or are hoping it will somehow not apply to communications with the public — which flies in the face of reason.
That avoidance is due to the real or perceived high costs (in dollars and human resources) of implementing a
two-factor authentication solution and extending it to all patients or plan members. Yet the volume of health-
related Internet transactions and the variety of healthcare business uses are guaranteed to expand in the future.
A few organizations, however, are beginning to consider how to achieve this security control within their
strategic goals over the next few years.

The most feasible solution appears to be with the implementation of public key infrastructure (PKI) and
digital certificates/signatures. Although some PKI supporters mistakenly claimed that the 1998 proposed
HIPAA Security and Electronic Signature Standards requires the adoption of PKI, PKI as a cluster of interop-
erating technologies does appear to hold the most promise for strong remote authentication — along with
encryption, non-repudiation, and message integrity — comprising a powerful set of security controls.

Consider the financial world and the possibilities for fraud when a credit or bank card is not visible to the
merchant. While only a small percentage of all credit card transactions occur over the Internet (and so cards are
not viewable), they make up the majority of the fraudulent cases. And according to Visa USA, “fraudulent orders
account for 10 to 15 cents of every $100 spent online, compared to just 6 cents for every $100 spent at brick-and-
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mortar stores.” (The Boston Globe, October 9, 2000, p. C1,9.) A consumer’s liability is minimal, but not the bank’s.
In 1999, American Express introduced its American Express Blue card with a chip intended to give greater security
and assurance of identity (i.e., authentication of the cardholder), among other features. More recently, VISA has
also begun issuing cards carrying chips. In both cases, card readers could be free to the consumer. As businesses
with real dollars to lose take steps to prevent fraud, they move the PKI industry forward by forcing standard-
ization, interoperability, and lower costs.

If our bank and credit cards become smart cards carrying our digital certificates, soon it may be standard
for home and laptop computers to have smart card readers, and those readers will be able to handle a variety
of cards. At first this may be the new-age equivalent of a wallet full of credit cards from each gas station and
department store as people had decades ago; many businesses and organizations will issue their own smart
cards through which they can be assured that a person is the true cardholder. After all, one must have the card
in one’s possession and one must know the secret PIN to use it.

And just as today people have a small number of multipurpose credit or debit cards, the electronic smart
card will rapidly become multipurpose — recognized across banks and other financial institutions as well as
by merchants — thus reducing the number of cards (and digital certificates and private keys) people hold.
Because the financial infrastructure is already in place (notice the common network symbols on ATMs: NYCE,
Cirrus, and others), this time the migration to a small number of standards and physical cards could happen
“overnight.”

At the NIST/NCSC 22nd Annual National Information Systems Security Conference in October 1999,
information security experts predicted that smart cards carrying digital certificates plus a biometric such as a
fingerprint will become the standard in three to five years. With HIPAA security and privacy compliance
deadlines coming in early 2003, that should be just in time for adoption by the healthcare industry to help
secure remote communications. Today’s health plan and hospital identification cards will become tomorrow’s
smart cards, allowing patients and subscribers to update their own records, make appointments, get prescrip-
tion refills — all at their own convenience and with the assurance that no one else can easily pose as that
person and gain unlawful access to his records. After all, this is about privacy of one’s personal information.

Conclusion

The healthcare industry has historically lagged behind many other sectors of the U.S. economy in recognizing
the societal and business need for a formal information security program. At a time of increasing exposures —
in part due to the rapid embracing of the Internet by the industry — and the public’s heightened sensitivity
to privacy issues, the advent of federal legislation, HIPAA, mandating security, and privacy controls pushes
healthcare to the forefront. This is an exciting opportunity for the information security world to apply its
knowledge and skills to an area that affects each one of us: our health.

© 2004 by CRC Press LLC



Types of Information
Security Controls

Harold F. Tipton

Security is generally defined as the freedom from danger or as the condi-
tion of safety. Computer security, specifically, is the protection of data in a
system against unauthorized disclosure, modification, or destruction and
protection of the computer system itself against unauthorized use, modifi-
cation, or denial of service. Because certain computer security controls
inhibit productivity, security is typically a compromise toward which secu-
rity practitioners, system users, and system operations and administrative
personnel work to achieve a satisfactory balance between security and
productivity.

Controls for providing information security can be physical, technical,
or administrative. These three categories of controls can be further classi-
fied as either preventive or detective. Preventive controls attempt to avoid
the occurrence of unwanted events, whereas detective controls attempt to
identify unwanted events after they have occurred. Preventive controls
inhibit the free use of computing resources and therefore can be applied
only to the degree that the users are willing to accept. Effective security
awareness programs can help increase users’ level of tolerance for preven-
tive controls by helping them understand how such controls enable them
to trust their computing systems. Common detective controls include
audit trails, intrusion detection methods, and checksums.

Three other types of controls supplement preventive and detective con-
trols. They are usually described as deterrent, corrective, and recovery.
Deterrent controls are intended to discourage individuals from intention-
ally violating information security policies or procedures. These usually
take the form of constraints that make it difficult or undesirable to perform
unauthorized activities or threats of consequences that influence a poten-
tial intruder to not violate security (e.g., threats ranging from embarrass-
ment to severe punishment).

Corrective controls either remedy the circumstances that allowed the
unauthorized activity or return conditions to what they were before the
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violation. Execution of corrective controls could result in changes to exist-
ing physical, technical, and administrative controls. Recovery controls
restore lost computing resources or capabilities and help the organization
recover monetary losses caused by a security violation.

Deterrent, corrective, and recovery controls are considered to be spe-
cial cases within the major categories of physical, technical, and adminis-
trative controls; they do not clearly belong in either preventive or
detective categories. For example, it could be argued that deterrence is a
form of prevention because it can cause an intruder to turn away; however,
deterrence also involves detecting violations, which may be what the
intruder fears most. Corrective controls, on the other hand, are not preven-
tive or detective, but they are clearly linked with technical controls when
antiviral software eradicates a virus or with administrative controls when
backup procedures enable restoring a damaged data base. Finally, recov-
ery controls are neither preventive nor detective but are included in
administrative controls as disaster recovery or contingency plans.

Because of these overlaps with physical, technical, and administrative
controls, the deterrent, corrective, and recovery controls are not dis-
cussed further in this chapter. Instead, the preventive and detective con-
trols within the three major categories are examined.

PHYSICAL CONTROLS

Physical security is the use of locks, security guards, badges, alarms,
and similar measures to control access to computers, related equipment
(including utilities), and the processing facility itself. In addition, measures
are required for protecting computers, related equipment, and their con-
tents from espionage, theft, and destruction or damage by accident, fire, or
natural disaster (e.g., floods and earthquakes).

Preventive Physical Controls

Preventive physical controls are employed to prevent unauthorized per-
sonnel from entering computing facilities (i.e., locations housing comput-
ing resources, supporting utilities, computer hard copy, and input data
media) and to help protect against natural disasters. Examples of these
controls include:

¢ Backup files and documentation.
¢ Fences.

e Security guards.

e Badge systems.

® Double door systems.

¢ Locks and keys.

¢ Backup power.
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¢ Biometric access controls.
e Site selection.
e Fire extinguishers.

Backup Files and Documentation. Should an accident or intruder destroy
active data files or documentation, it is essential that backup copies be
readily available. Backup files should be stored far enough away from the
active data or documentation to avoid destruction by the same incident
that destroyed the original. Backup material should be stored in a secure
location constructed of noncombustible materials, including two-hour-
rated fire walls. Backups of sensitive information should have the same
level of protection as the active files of this information; it is senseless to
provide tight security for data on the system but lax security for the same
data in a backup location.

Fences. Although fences around the perimeter of the building do not
provide much protection against a determined intruder, they do establish
a formal no trespassing line and can dissuade the simply curious person.
Fences should have alarms or should be under continuous surveillance by
guards, dogs, or TV monitors.

Security Guards. Security guards are often stationed at the entrances of
facilities to intercept intruders and ensure that only authorized persons
are allowed to enter. Guards are effective in inspecting packages or other
hand-carried items to ensure that only authorized, properly described arti-
cles are taken into or out of the facility. The effectiveness of stationary
guards can be greatly enhanced if the building is wired with appropriate
electronic detectors with alarms or other warning indicators terminating
at the guard station. In addition, guards are often used to patrol unattended
spaces inside buildings after normal working hours to deter intruders from
obtaining or profiting from unauthorized access.

Badge Systems. Physical access to computing areas can be effectively
controlled using a badge system. With this method of control, employees
and visitors must wear appropriate badges whenever they are in access-
controlled areas. Badge-reading systems programmed to allow entrance
only to authorized persons can then easily identify intruders.

Double Door Systems. Double door systems can be used at entrances to
restricted areas (e.g., computing facilities) to force people to identify them-
selves to the guard before they can be released into the secured area. Dou-
ble doors are an excellent way to prevent intruders from following closely
behind authorized persons and slipping into restricted areas.

Locks and Keys. Locks and keys are commonly used for controlling
access to restricted areas. Because it is difficult to control copying of keys,
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many installations use cipher locks (i.e., combination locks containing but-
tons that open the lock when pushed in the proper sequence). With cipher
locks, care must be taken to conceal which buttons are being pushed to
avoid a compromise of the combination.

Backup Power. Backup power is necessary to ensure that computer ser-
vices are in a constant state of readiness and to help avoid damage to
equipment if normal power is lost. For short periods of power loss, backup
power is usually provided by batteries. In areas susceptible to outages of
more than 15-30 min., diesel generators are usually recommended.

Biometric Access Controls. Biometric identification is a more sophisti-
cated method of controlling access to computing facilities than badge
readers, but the two methods operate in much the same way. Biometrics
used for identification include fingerprints, handprints, voice patterns, sig-
nature samples, and retinal scans. Because biometrics cannot be lost, sto-
len, or shared, they provide a higher level of security than badges.
Biometric identification is recommended for high-security, low-traffic
entrance control.

Site Selection. The site for the building that houses the computing facili-
ties should be carefully chosen to avoid obvious risks. For example,
wooded areas can pose a fire hazard, areas on or adjacent to an earthquake
fault can be dangerous and sites located in a flood plain are susceptible to
water damage. In addition, locations under an aircraft approach or depar-
ture route are risky, and locations adjacent to railroad tracks can be sus-
ceptible to vibrations that can precipitate equipment problems.

Fire Extinguishers. The control of fire is important to prevent an emer-
gency from turning into a disaster that seriously interrupts data process-
ing. Computing facilities should be located far from potential fire sources
(e.g., kitchens or cafeterias) and should be constructed of noncombustible
materials. Furnishings should also be noncombustible. It is important that
appropriate types of fire extinguishers be conveniently located for easy
access. Employees must be trained in the proper use of fire extinguishers
and in the procedures to follow should a fire break out.

Automatic sprinklers are essential in computer rooms and surrounding
spaces and when expensive equipment is located on raised floors. Sprin-
klers are usually specified by insurance companies for the protection of
any computer room that contains combustible materials. However, the risk
of water damage to computing equipment is often greater than the risk of
fire damage. Therefore, carbon dioxide extinguishing systems were devel-
oped; these systems flood an area threatened by fire with carbon dioxide,
which suppresses fire by removing oxygen from the air. Although carbon
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dioxide does not cause water damage, it is potentially lethal to people in
the area and is now used only in unattended areas.

Current extinguishing systems flood the area with Halon, which is usually
harmless to equipment and less dangerous to personnel than carbon diox-
ide. At a concentration of about 10%, Halon extinguishes fire and can be
safely breathed by humans. However, higher concentrations can eventu-
ally be a health hazard. In addition, the blast from releasing Halon under
pressure can blow loose objects around and can be a danger to equipment
and personnel. For these reasons and because of the high cost of Halon, it
is typically used only under raised floors in computer rooms. Because it
contains chlorofluorocarbons, it will soon be phased out in favor of a gas
that is less hazardous to the environment.

Detective Physical Controls

Detective physical controls warn protective services personnel that
physical security measures are being violated. Examples of these controls
include:

e Motion detectors.

¢ Smoke and fire detectors.

¢ Closed-circuit television monitors.
e Sensors and alarms.

Motion Detectors. In computing facilities that usually do not have people
in them, motion detectors are useful for calling attention to potential intru-
sions. Motion detectors must be constantly monitored by guards.

Fire and Smoke Detectors. Fire and smoke detectors should be strategi-
cally located to provide early warning of a fire. All fire detection equipment
should be tested periodically to ensure that it is in working condition.

Closed-Circuit Television Monitors. Closed-circuit televisions can be used
to monitor the activities in computing areas where users or operators are
frequently absent. This method helps detect individuals behaving suspi-
ciously.

Sensors and Alarms. Sensors and alarms monitor the environment sur-
rounding the equipment to ensure that air and cooling water temperatures
remain within the levels specified by equipment design. If proper condi-
tions are not maintained, the alarms summon operations and maintenance
personnel to correct the situation before a business interruption occurs.

TECHNICAL CONTROLS

Technical security involves the use of safeguards incorporated in com-
puter hardware, operations or applications software, communications
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hardware and software, and related devices. Technical controls are some-
times referred to as logical controls.

Preventive Technical Controls

Preventive technical controls are used to prevent unauthorized person-
nel or programs from gaining remote access to computing resources.
Examples of these controls include:

¢ Access control software.

e Antivirus software.

¢ Library control systems.

¢ Passwords.

¢ Smart cards.

e Encryption.

¢ Dial-up access control and callback systems.

Access Control Software. The purpose of access control software is to
control sharing of data and programs between users. In many computer
systems, access to data and programs is implemented by access control
lists that designate which users are allowed access. Access control soft-
ware provides the ability to control access to the system by establishing
that only registered users with an authorized log-on ID and password can
gain access to the computer system.

After access to the system has been granted, the next step is to control
access to the data and programs residing in the system. The data or pro-
gram owner can establish rules that designate who is authorized to use the
data or program.

Antivirus Software. Viruses have reached epidemic proportions
throughout the microcomputing world and can cause processing disrup-
tions and loss of data as well as significant loss of productivity while
cleanup is conducted. In addition, new viruses are emerging at an ever-
increasing rate — currently about one every 48 hours. It is recommended
that antivirus software be installed on all microcomputers to detect, iden-
tify, isolate, and eradicate viruses. This software must be updated fre-
quently to help fight new viruses. In addition, to help ensure that viruses
are intercepted as early as possible, antivirus software should be kept
active on a system, not used intermittently at the discretion of users.

Library Control Systems. These systems require that all changes to pro-
duction programs be implemented by library control personnel instead of
the programmers who created the changes. This practice ensures separa-
tion of duties, which helps prevent unauthorized changes to production
programs.
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Passwords. Passwords are used to verify that the user of an ID is the
owner of the ID. The ID-password combination is unique to each user and
therefore provides a means of holding users accountable for their activity
on the system.

Fixed passwords that are used for a defined period of time are often easy
for hackers to compromise; therefore, great care must be exercised to
ensure that these passwords do not appear in any dictionary. Fixed pass-
words are often used to control access to specific data bases. In this use,
however, all persons who have authorized access to the data base use the
same password; therefore, no accountability can be achieved.

Currently, dynamic or one-time passwords, which are different for each
log-on, are preferred over fixed passwords. Dynamic passwords are cre-
ated by a token that is programmed to generate passwords randomly.

Smart Cards. Smart cards are usually about the size of a credit card and
contain a chip with logic functions and information that can be read at a
remote terminal to identify a specific user’s privileges. Smart cards now
carry prerecorded, usually encrypted access control information that is
compared with data that the user provides (e.g., a personal ID number or
biometric data) to verify authorization to access the computer or network.

Encryption. Encryption is defined as the transformation of plaintext (i.e.,
readable data) into ciphertext (i.e., unreadable data) by cryptographic
techniques. Encryption is currently considered to be the only sure way of
protecting data from disclosure during network transmissions.

Encryption can be implemented with either hardware or software. Soft-
ware-based encryption is the least expensive method and is suitable for
applications involving low-volume transmissions; the use of software for
large volumes of data results in an unacceptable increase in processing
costs. Because there is no overhead associated with hardware encryption,
this method is preferred when large volumes of data are involved.

Dial-Up Access Control and Callback Systems. Dial-up access to a com-
puter system increases the risk of intrusion by hackers. In networks that
contain personal computers or are connected to other networks, it is diffi-
cult to determine whether dial-up access is available or not because of the
ease with which a modem can be added to a personal computer to turn it
into a dial-up access point. Known dial-up access points should be con-
trolled so that only authorized dial-up users can get through.

Currently, the best dial-up access controls use a microcomputer to inter-
cept calls, verify the identity of the caller (using a dynamic password
mechanism), and switch the user to authorized computing resources as
requested. Previously, call-back systems intercepted dial-up callers, veri-
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fied their authorization and called them back at their registered number,
which at first proved effective; however, sophisticated hackers have
learned how to defeat this control using call-forwarding techniques.

Detective Technical Controls

Detective technical controls warn personnel of violations or attempted
violations of preventive technical controls. Examples of these include audit
trails and intrusion detection expert systems, which are discussed in the
following sections.

Audit Trails. An audit trail is a record of system activities that enables
the reconstruction and examination of the sequence of events of a transac-
tion, from its inception to output of final results. Violation reports present
significant, security-oriented events that may indicate either actual or
attempted policy transgressions reflected in the audit trail. Violation
reports should be frequently and regularly reviewed by security officers
and data base owners to identify and investigate successful or unsuccess-
ful unauthorized accesses.

Intrusion Detection Systems. These expert systems track users (on the
basis of their personal profiles) while they are using the system to deter-
mine whether their current activities are consistent with an established
norm. If not, the user’s session can be terminated or a security officer can
be called to investigate. Intrusion detection can be especially effective in
cases in which intruders are pretending to be authorized users or when
authorized users are involved in unauthorized activities.

ADMINISTRATIVE CONTROLS

Administrative, or personnel, security consists of management con-
straints, operational procedures, accountability procedures, and supple-
mental administrative controls established to provide an acceptable level
of protection for computing resources. In addition, administrative controls
include procedures established to ensure that all personnel who have
access to computing resources have the required authorizations and
appropriate security clearances.

Preventive Administrative Controls

Preventive administrative controls are personnel-oriented techniques
for controlling people’s behavior to ensure the confidentiality, integrity,
and availability of computing data and programs. Examples of preventive
administrative controls include:

¢ Security awareness and technical training.
e Separation of duties.
¢ Procedures for recruiting and terminating employees.
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¢ Security policies and procedures.

e Supervision.

¢ Disaster recovery, contingency, and emergency plans.
e User registration for computer access.

Security Awareness and Technical Training. Security awareness training is
a preventive measure that helps users to understand the benefits of secu-
rity practices. If employees do not understand the need for the controls
being imposed, they may eventually circumvent them and thereby weaken
the security program or render it ineffective.

Technical training can help users prevent the most common security
problem — errors and omissions — as well as ensure that they understand
how to make appropriate backup files and detect and control viruses.
Technical training in the form of emergency and fire drills for operations
personnel can ensure that proper action will be taken to prevent such
events from escalating into disasters.

Separation of Duties. This administrative control separates a process
into component parts, with different users responsible for different parts
of the process. Judicious separation of duties prevents one individual from
obtaining control of an entire process and forces collusion with others in
order to manipulate the process for personal gain.

Recruitment and Termination Procedures. Appropriate recruitment pro-
cedures can prevent the hiring of people who are likely to violate security
policies. A thorough background investigation should be conducted,
including checking on the applicant’s criminal history and references.
Although this does not necessarily screen individuals for honesty and
integrity, it can help identify areas that should be investigated further.

Three types of references should be obtained: (1) employment, (2) char-
acter, and (3) credit. Employment references can help estimate an individ-
ual’s competence to perform, or be trained to perform, the tasks required
on the job. Character references can help determine such qualities as trust-
worthiness, reliability, and ability to get along with others. Credit refer-
ences can indicate a person’s financial habits, which in turn can be an
indication of maturity and willingness to assume responsibility for one’s
own actions.

In addition, certain procedures should be followed when any employee
leaves the company, regardless of the conditions of termination. Any
employee being involuntarily terminated should be asked to leave the pre-
mises immediately upon notification, to prevent further access to comput-
ing resources. Voluntary terminations may be handled differently,
depending on the judgment of the employee’s supervisors, to enable the
employee to complete work in process or train a replacement.
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All authorizations that have been granted to an employee should be
revoked upon departure. If the departing employee has the authority to
grant authorizations to others, these other authorizations should also be
reviewed. All keys, badges, and other devices used to gain access to pre-
mises, information, or equipment should be retrieved from the departing
employee. The combinations of all locks known to a departing employee
should be changed immediately. In addition, the employee’s log-on IDs and
passwords should be canceled, and the related active and backup files
should be either deleted or reassigned to a replacement employee.

Any special conditions to the termination (e.g., denial of the right to use
certain information) should be reviewed with the departing employee; in
addition, a document stating these conditions should be signed by the
employee. All terminations should be routed through the computer secu-
rity representative for the facility where the terminated employee works to
ensure that all information system access authority has been revoked.

Security Policies and Procedures. Appropriate policies and procedures
are key to the establishment of an effective information security program.
Policies and procedures should reflect the general policies of the organiza-
tion as regards the protection of information and computing resources.
Policies should cover the use of computing resources, marking of sensitive
information, movement of computing resources outside the facility, intro-
duction of personal computing equipment and media into the facility, dis-
posal of sensitive waste, and computer and data security incident
reporting. Enforcement of these policies is essential to their effectiveness.

Supervision. Often, an alert supervisor is the first person to notice a
change in an employee’s attitude. Early signs of job dissatisfaction or per-
sonal distress should prompt supervisors to consider subtly moving the
employee out of a critical or sensitive position.

Supervisors must be thoroughly familiar with the policies and proce-
dures related to the responsibilities of their department. Supervisors
should require that their staff members comply with pertinent policies and
procedures and should observe the effectiveness of these guidelines. If the
objectives of the policies and procedures can be accomplished more effec-
tively, the supervisor should recommend appropriate improvements. Job
assignments should be reviewed regularly to ensure that an appropriate
separation of duties is maintained, that employees in sensitive positions
are occasionally removed from a complete processing cycle without prior
announcement, and that critical or sensitive jobs are rotated periodically
among qualified personnel.

Disaster Recovery, Contingency, and Emergency Plans. The disaster recov-
ery plan is a document containing procedures for emergency response,

© 2004 by CRC Press LLC



extended backup operations, and recovery should a computer installation
experience a partial or total loss of computing resources or physical facil-
ities (or of access to such facilities). The primary objective of this plan,
used in conjunction with the contingency plans, is to provide reasonable
assurance that a computing installation can recover from disasters, con-
tinue to process critical applications in a degraded mode, and return to a
normal mode of operation within a reasonable time. A key part of disaster
recovery planning is to provide for processing at an alternative site during
the time that the original facility is unavailable.

Contingency and emergency plans establish recovery procedures that
address specific threats. These plans help prevent minor incidents from
escalating into disasters. For example, a contingency plan might provide a
set of procedures that defines the condition and response required to
return a computing capability to nominal operation; an emergency plan
might be a specific procedure for shutting down equipment in the event of
a fire or for evacuating a facility in the event of an earthquake.

User Registration for Computer Access. Formal user registration ensures
that all users are properly authorized for system and service access. In
addition, it provides the opportunity to acquaint users with their respon-
sibilities for the security of computing resources and to obtain their agree-
ment to comply with related policies and procedures.

Detective Administrative Controls

Detective administrative controls are used to determine how well secu-
rity policies and procedures are complied with, to detect fraud, and to
avoid employing persons that represent an unacceptable security risk.
This type of control includes:

e Security reviews and audits.
¢ Performance evaluations.

¢ Required vacations.

¢ Background investigations.
¢ Rotation of duties.

Security Reviews and Audits. Reviews and audits can identify instances
in which policies and procedures are not being followed satisfactorily.
Management involvement in correcting deficiencies can be a significant
factor in obtaining user support for the computer security program.

Performance Evaluations. Regularly conducted performance evaluations
are an important element in encouraging quality performance. In addition,
they can be an effective forum for reinforcing management’s support of
information security principles.
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Required Vacations. Tense employees are more likely to have accidents
or make errors and omissions while performing their duties. Vacations con-
tribute to the health of employees by relieving the tensions and anxieties
that typically develop from long periods of work. In addition, if all employ-
ees in critical or sensitive positions are forced to take vacations, there will
be less opportunity for an employee to set up a fraudulent scheme that
depends on the employee’s presence (e.g., to maintain the fraud’s continu-
ity or secrecy). Even if the employee’s presence is not necessary to the
scheme, required vacations can be a deterrent to embezzlement because
the employee may fear discovery during his or her absence.

Background Investigations. Background investigations may disclose past
performances that might indicate the potential risks of future perfor-
mance. Background investigations should be conducted on all employees
being considered for promotion or transfer into a position of trust; such
investigations should be completed before the employee is actually placed
in a sensitive position. Job applicants being considered for sensitive posi-
tions should also be investigated for potential problems. Companies
involved in government-classified projects should conduct these investiga-
tions while obtaining the required security clearance for the employee.

Rotation of Duties. Like required vacations, rotation of duties (i.e., mov-
ing employees from one job to another at random intervals) helps deter
fraud. An additional benefit is that as a result of rotating duties, employees
are cross-trained to perform each other’s functions in case of illness, vaca-
tion, or termination.

SUMMARY

Information security controls can be classified as physical, technical, or
administrative. These are further divided into preventive and detective
controls. Exhibit 1 lists the controls discussed in this chapter.

The organization’s security policy should be reviewed to determine the
confidentiality, integrity, and availability needs of the organization. The
appropriate physical, technical, and administrative controls can then be
selected to provide the required level of information protection, as stated
in the security policy.

A careful balance between preventive and detective control measures is
needed to ensure that users consider the security controls reasonable and
to ensure that the controls do not overly inhibit productivity. The combi-
nation of physical, technical, and administrative controls best suited for a
specific computing environment can be identified by completing a quanti-
tative risk analysis. Because this is usually an expensive, tedious, and sub-
jective process, however, an alternative approach — referred to as meeting
the standard of due care — is often used. Controls that meet a standard of
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PHYSICAL CONTROLS ADMINISTRATIVE CONTROLS

Preventive Preventlve

+ Backup fites and documentation * Security awareness and technical training
*+ Fences *+ Separation of duties

*+ Security guards + Procedures for recruiting and terminating
* Badge systems employees

* Locks and keys * Security poficies and procedures

* Backup power * Supervision

« Biometric access controls « Disaster recovery and contingency plans
* Site selection * User registration for computer access

+ Fire exiinguishers Detective

Detective * Security reviews and audits

» Motion detectors * Pertormance evaluations

+ Smoke and fire detectors * Required vacations

* Ciosed-circuit television monitoring * Background investigations

* Sensgrs and alarms * Rotation ot duties

TECHNICAL CONTROLS

Preventive

* Access control software

* Antivirus software

* Library control systems

* Passwords

* Smart cards

* Encryption

+ Dial-up access control and calfback sys-
tems

Detective
* Audit trails
* Intrusion-detection expert systems

Exhibit 1. Information Security Controls

due care are those that would be considered prudent by most organiza-
tions in similar circumstances or environments. Controls that meet the
standard of due care generally are readily available for a reasonable cost
and support the security policy of the organization; they include, at the
least, controls that provide individual accountability, auditability, and sep-
aration of duties.
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When Technology and Privacy Collide

Edward H. Freeman

Payoff

Civil libertarians consider computer and communications technology to be a serious threat
to individuals persona privacy and freedom of speech. Some advocate laws to provide
both an effective legal basis for accountability in the handling of personal dataand
procedures for redressing and compensating individuals. The development of the
information superhighway may compromise personal privacy even more.

Problems Addressed

Data encryption refers to the methods used to prepare messages that cannot be understood
without additional information. Government agencies, private individuals, civil libertarians,
and the computer industry have all worked to develop methods of data encryption that will
guarantee individual and societa rights.

The Clinton administration's proposed new standards for encryption technology—the
Clipper Chip—was supposed to be the answer to the individual's concern for data security
and the government's concern for law enforcement. L aw-abiding citizens would have
access to the encryption they need and the crimina element would be unable to use
encryption to hide their illicit activity.

Cryptography and Secret Messages

Cryptography is the science of secure and secret communications. This security allowsthe
sender to transform information into a coded message by using a secret key, a piece of
information known only to the sender and the authorized receiver. The authorized receiver
can decode the cipher to recover hidden information. If unauthorized individuals somehow
receive the coded message, they should be unable to decode it without knowledge of the
key.
The first recorded use of cryptography for correspondence was the Skytale created by
the Spartans 2,500 years ago. The Skytale consisted of a staff of wood around which a
strip of papyrus was tightly wrapped. The secret message was written on the parchment
down the length of the staff. The parchment was then unwound and sent on itsway. The
disconnected |etters made no sense unless the parchment was rewrapped around a staff of
wood that was the same size as the first staff.

Methods of encoding and decoding messages have always been afactor in wartime
strategies. The American effort that cracked Japanese ciphers during World War 1l played a
major rolein Allied strategy. At the end of the war, cryptography and issues of privacy
remained largely amatter of government interest that were pursued by organizations such
asthe National Security Agency, which routinely monitors foreign communications.

Today, data bases contain extensive information about every individual's finances,
health history, and purchasing habits. This datais routinely transferred or made accessible
by telephone networks, often using an inexpensive personal computer and modem.

The government and private organizations realize—and individual s expect—certain
standards to be met to maintain personal privacy. For example:

Stored data should only be available to those individuals, organizations, and
government agencies that have a need to know that information. Such information
should not be available to others (e.g., the customer's employer) without the
permission of the concerned individual.
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When organizations make decisions based on information received from a data base,
the individual who is affected by such decisions should have the right to examine the
data base and correct or amend any information that isincorrect or misleading. The
misuse of information can threaten an individual's employment, insurance, and credit.
If the facts of a previous transaction are in dispute, individuals should be able to explain
their side of the dispute.

Under strict congtitutional and judicia guidelines and constraints, government agencies
should have the right to collect information secretly as part of criminal investigations.

Existing Legislation

The Privacy Act of 1974

The Privacy Act of 1974 addressed some of these issues, particularly asthey relate to
government and financial activities. Congress adopted The Privacy Act to provide
safeguards for an individual against an invasion of privacy. Under the Privacy Act,
individuals decide what records kept by afederal agency or bureau are important to them.
They can insist that this data be used only for the purposes for which the information was
collected. Individuals have the right to see the information and to get copies of it. They may
correct mistakes or add important details when necessary.

Federal agencies must keep the information organized so it is readily available. They
must try to keep it accurate and up-to-date, using it only for lawful purposes. If an
individual's rights are infringed upon under the Act, that person can bring suit in afederal
district court for damages and a court order directing the agency to obey the law.

The Fair Credit Reporting Act of 1970

The Fair Credit Reporting Act of 1970 requires consumer reporting and credit agencies
to disclose information in their files to affected consumers. Consumers have the right to
challenge any information that may appear in their files. Upon written request from the
consumer, the agency must investigate the completeness or accuracy of any item contained
in that individual's files. The agency must then either remove the information or allow the
consumer to file abrief statement setting forth the nature of the dispute.

Researchers are continuing to devel op sophisticated methods to protect personal data
and communications from unlawful interception. In particular, the development of
Electronic Funds Transfer systems, where billions of dollars are transferred electronicaly,
has emphasi zed the need to keep computerized communications accurate and confidential.

Privacy Rights

In short, the rapid advances in computer and communications technology have brought a
new dimension to the individual's right to privacy. The power of today's computers,
especialy asit relates to record keeping, has the potential to destroy individua privacy
rights.

Whereas most datais originally gathered for legitimate and appropriate reasons, “the
mere existence of this vast reservoir of personal information constitutes a covert invitation

to misuse.” ®®

# Sloan, 1., ed., Law of Privacy Rights in a Technological Society (Dobbs Ferry, NY, Oceans Publications,
1986).
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Personal liberty includes not only the freedom from physical restraint, but also the right
to be left alone and to manage one's own affairs in amanner that may be most agreeable to
that person, aslong as the rights of others or of the public are respected. The word privacy
does not even appear in the Constitution. When the Founders drafted the Bill of Rights,
they realized that no document could possibly include all the rights that were granted to the
American people.

After listing the specific rightsin the first eight Amendments, the Founders drafted the
Ninth Amendment, which declares, “The enumeration in this Constitution, of certain
rights, shall not be construed to deny or disparage others retained by the people.” These
retained rights are not specifically defined in the Congtitution. The courts have pointed out
that many rights are not specifically mentioned in the Constitution, but are derived from
specific provisions. The Supreme Court held that several amendments already extended
privacy rights. The Ninth Amendment then could be interpreted to encompass aright to
privacy.

Federal Communications Act of 1934.

The federa lawsthat protect telephone and telegraphs from eavesdroppers are primarily
derived from the Federal Communications Act of 1934. The Act prohibits any party
involved in sending such communications from divulging or publishing anything having to
do with its contents. It makes an exception and permits disclosureif the court hasissued a
legitimate subpoena. Any materials gathered through an illegal wiretap isinadmissable and
may not be introduced as evidencein federal courts.

Data Encryption Standard

The National Bureau of Standards Data Encryption Standard (DES), which specifies
encryption procedures for computer data protection, has been afedera standard since
1977. The use of the DES algorithm was made mandatory for al financia transactions of
the US government involving Electronic Funds Transfer, including those conducted by
member banks of the Federal Reserve System.

The DES isacomplex nonlinear ciphering algorithm that operates at high speeds when
implemented in hardware. The DES algorithm converts 64 bits of plain text to 64 bits of
cipher text under the action of a 56-bit keying parameter. The key is generated so that each
of the 56 bits used directly by the algorithm is random. Each member of a group of
authorized users of encrypted data must have the key that was used to encipher the datato
use it. Thistechnique strengthens the algorithm and makes it resistant to analysis.

Loopholes in the Traditional Methods of Data Encryption

The DES uses a 64-bit key that controls the transformation and converts information to
ciphered code. There are avirtually infinite number of possible keys, so even the fastest
computers would need centuries to try all possible keys.

Traditiona encryption methods have an obvious loophole: their reliance on asingle key
to encode and decode messages. The privacy of coded messages is always a function of
how carefully the decoder key is kept. When people exchange messages, however, they
must find away to exchange the key. Thisimmediately makes the key vulnerable to
interception. The problem is more complex when encryption is used on alarge scale.

Diffle's Soution.

This problem was theoretically solved approximately 20 years ago, when an MIT
student named Whitfield Diffle set out to plug thisloophole. Diffle's solution was to give
each user two separate keys, a public key and a private one. The public key could be
widely distributed and the private key was known only to the user. A message encoded
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with either key could be decoded with the other. If an individual sends a message
scrambled with someone's public key, it can be decoded only with that person's private

key.

The Clipper Controversy

In April 1993, the Clinton administration proposed a new standard for encryption
technology, devel oped with the National Security Agency. The new standard isaplan
called the Escrowed Encryption Standard. Under the standard, computer chips would use a
secret algorithm called Skipjack to encrypt information. The Clipper Chipisa
semiconductor device designed to be installed on all telephones, computer modems, and
fax machines to encrypt voice communications.

The Clipper Chip

The Clipper Chip combines a powerful algorithm that uses an 80-bit encryption scheme
and that is considered impossible to crack with today's computers within anormal lifetime.
The chip also has secret government master keys built in, which would be available only to
government agencies. Proper authorization, in the form of a court order, would be
necessary to intercept communications.

The difference between conventional data encryption chips and the Clipper Chip isthat
the Clipper contains alaw enforcement accessfield (LEAF). The LEAF istransmitted along
with the user's data and contains the identity of the user'sindividual chip and the user's
key—encrypted under the government's master key. This could stop eavesdroppers from
breaking the code by finding out the user's key. Once an empowered agency knew the
identity of the individual chip, it could retrieve the correct master key, use that to decode the
user's key, and so decode the original scrambled information.

The Long Key.

Clipper uses along key, which could have as many as 1,024 values. The only way
to break Clipper's code would be to try every possible key. A single supercomputer would
take a billion years to run through all of Clipper's possible keys.

Opponents of the the Clipper-Chip plan have criticized itsimplementation on severa
counts:

Terrorists and drug dealers would circumvent telephonesif they had the Clipper Chip.
Furthermore, they might use their own chip.

Foreign customers would not buy equipment from American manufacturersif they
knew that their communications could be intercepted by US government agents.

Theintegrity of the “back door” system could be compromised by unscrupulous federal
employees.

The remote possibility exists that an expert cryptologist could somehow break the code.

Recommended Action

Despite opposition from the computer industry and civil libertarians, government agencies
are phasing in the Clipper technology for unclassified communications. Commercia use of
Clipper is dill entirely voluntary, and there is no guarantee it will be adopted by any

organi zations other than government ones. Y et several thousand Clipper-equipped
telephones are currently on order for government use. The Justice Department is evaluating
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proposals that would prevent the police and FBI from listening in on conversations without
awarrant.

A possible solution to these concerns about privacy invasion would be to split the
decryption key into two or more parts and give single parts to trustees for separate
government agencies.

In theory, this would require the cooperation of several individuals and agencies before
amessage could be intercepted. This solution could compromise the secrecy needed to
conduct a clandestine criminal investigation, but the Justice Department isinvestigating its
feasibility.

No method of data encryption will always protect individual privacy and society's
desire to stop criminal activities. Electronic Funds Transfer systems and the information
superhighway have made the need for private communications more important than ever
before. Society's problems with drugs and terrorism complicate the issues, highlighting the
sensitive balance among the individual's right to privacy, society's need to protect itself,
and everyone's fear of Big Brother government tools.

Author Biographies

Edward H. Freeman

Edward H. Freeman is an attorney, teacher, and lecturer in West Hartford CT, with 15
years experience in data processing, most recently with a major insurance company. Heis
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The Case for Privacy

Michael J. Corby, CISSP

Any revelation of a secret happens by the mistake of [someone] who shared it in confidence.
— La Bruyere, 1645-1694

It is probably safe to say that since the beginning of communication, back in prehistoric times, there were
things that were to be kept private. From the location of the best fishing to the secret passage into the cave
next door, certain facts were reserved only for a few knowledgeable friends. Maybe even these facts were so
private that there was only one person in the world who knew them. We have made “societal rules” around a
variety of things that we want to keep private or share only among a few, but still the concept of privacy
expectations comes with our unwritten social code. And wherever there has been the code of privacy, there
has been the concern over its violation. Have computers brought this on? Certainly not! Maintaining privacy
has been important and even more important have been the methods used to try to keep that data a secret. Today
in our wired society, however, we still face the same primary threat to privacy that has existed for centuries: mistakes
and carelessness of the individuals who have been entrusted to preserve privacy — maybe even the “owner” of the
data.

In the past few years, and heightened within the past few months, we have become more in tune to the
cry — no, the public outcry — regarding the “loss of privacy” that has been forced upon us because of the
information age. Resolving this thorny problem requires that we re-look at the way we design and operate our
networked systems, and most importantly, that we re-think the way we allocate control to the rightful owners
of the information which we communicate and store. Finally, we need to be careful about how we view the data
that we provide and for which we are custodians.

Privacy and Control

The fact that data is being sent, printed, recorded, and shared is not the real concern of privacy. The real
concern is that some data has been implied, by social judgment, to be private, for sharing only by and with
the approval of its owner. If a bank balance is U.S.$1240, that is an interesting fact. If it happens to be my
account, that is private information. I have, by virtue of my agreement with the bank, given them the right to
keep track of my balance and to provide it to me for the purpose of keeping me informed and maintaining a
control point with which I can judge their accuracy. I did not give them permission to share that balance with
other people indiscriminately, nor did I give them permission to use that balance even subtly to communicate
my standing in relation to others (i.e., publish a list of account holders sorted by balance).
The focal points of the issue of privacy are twofold:

1. How is the data classified as private?
2. What can be done to preserve the owner’s (my) expectations of privacy?

Neither of these are significantly more challenging than, for example, sending digital pictures and sound over
a telephone line. Why has this subject caused such a stir in the technology community? This chapter sheds
some light on this issue and then comes up with an organized approach to resolve the procedural challenges
of maintaining data privacy.
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EXHIBIT 5.1 Types of Private Data

1. Static data:
a. Who we are:
i. Bio-identity (fingerprints, race, gender, height, weight)
ii. Financial identity (bank accounts, credit card numbers)
iii. Legal identity (Social Security number, driver’s license, birth certificate,
passport)
iv. Social identity (church, auto clubs, ethnicity)
b. What we have:
i. Property (buildings, automobiles, boats, etc.)
ii. Non-real property (insurance policies, employee agreements)
2. Dynamic data:
a. Transactions (financial, travel, activities)
b. How we live (restaurants, sporting events)
c. Where we are (toll cards, cell phone records)
3. Derived data:
a. Financial behavior (market analysis):
i. Trends and changes (month-to-month variance against baseline)
ii. Perceived response to new offerings (match with experience)
b. Social behavior (profiling):
i. Behavior statistics (drug use, violations or law, family traits)

Rudiments of Privacy

One place to start examining this issue is with a key subset of the first point on classifying data as private:
what, exactly, is the data we are talking about? Start with the obvious: private data includes those facts that I
can recognize as belonging to me, and for which I have decided reveal more about myself or my behavior than
I would care to reveal. This includes three types of data loosely included in the privacy concerns of information
technology (IT). These three types of data shown in Exhibit 5.1 are: static, dynamic, and derived data.

Static Data

Static data is pretty easy to describe. It kind of sits there in front of us. It does not move. It does not change
(very often). Information that describes who we are, significant property identifiers, and other tangible elements
is generally static. This information can of course take any form. It can be entered into a computer by a
keyboard; it can be handwritten on a piece of paper or on a form; it can be photographed or created as a result
of using a biological interface such as a fingerprint pad, retina scanner, voice or facial image recorder, or pretty
much any way that information can be retained. It does not need to describe an animate object. It can also
identify something we have. Account numbers, birth certificates, passport numbers, and employee numbers
are all concepts that can be recorded and would generally be considered static data.

In most instances, we get to control the initial creation of static data. Because we are the one identifying
ourselves by name, account number, address, driver’s license number, or by speaking into a voice recorder or
having our retina or face scanned or photographed, we usually will know when a new record is being made
of our static data. As we will see later, we need to be concerned about the privacy of this data under three
conditions: when we participate in its creation, when it is copied from its original form to a duplicate form,
and when it is covertly created (created without our knowledge) such as in secretly recorded conversations or
hidden cameras.

Dynamic Data

Dynamic data is also easy to identify and describe, but somewhat more difficult to control. Records of
transactions we initiate constitute the bulk of dynamic data. It is usually being created much more frequently
than static data. Every charge card transaction, telephone call, and bank transaction adds to the collection of
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dynamic data. Even when we drive on toll roads or watch television programs, information can be recorded
without our doing anything special. These types of transactions are more difficult for us to control. We may
know that a computerized recording of the event is being made, but we often do not know what that information
contains, nor if it contains more information than we suspect. Take, for example, purchasing a pair of shoes.
You walk into a shoe store, try on various styles and sizes, make your selection, pay for the shoes, and walk
out with your purchase in hand. You may have the copy of your charge card transaction, and you know that
somewhere in the store’s data files, one pair of shoes has been removed from their inventory and the price you
just paid has been added to their cash balance. But what else might have been recorded? Did the sales clerk,
for example, record your approximate age or ethnic or racial profile, or make a judgment as to your income
level. Did you have children with you? Were you wearing a wedding band? What other general observations
were made about you when the shoes were purchased? These items are of great importance in helping the shoe
store replenish its supply of shoes, determining if they have attracted the type of customer they intended to
attract and analyzing whether they are, in general, serving a growing or shrinking segment of the population.
Without even knowing it, some information that you may consider private may have been used without your
knowledge simply by the act of buying a new pair of shoes.

Derived Data

Finally, derived data is created by analyzing groups of dynamic transactions over time to build a profile of your
behavior. Your standard way of living out your day, week, and month may be known by others even better
than you may know it yourself. For example, you may, without even planning it, have dinner at a restaurant
22 Thursdays during the year. The other six days of the week, you may only dine out eight times in total. If
you and others in your area fall into a given pattern, the restaurant community may begin to offer “specials”
on Tuesday, or raise their prices slightly on Thursdays to accommodate the increased demand. In this case,
your behavior is being recorded and used by your transaction partners in ways you do not even know or
approve of. If you use an electronic toll recorder, as has become popular in many U.S. states, do you know if
they are also computing the time it took to enter and exit the highway, and consequently your average speed?
Most often, this derived data is being collected without even a hint to us, and certainly without our expressed
permission.

Preserving Privacy

One place to start examining this issue is with a key subset of the first point on classifying data as private:
what, exactly, is the data we are talking about? Start with the obvious: private data includes those items that
we believe belong to us exclusively and it is not necessary for us to receive the product or service we wish to
receive. To examine privacy in the context of computer technology today, we need to examine the following
four questions:

1. Who owns the private data?

2. Who is responsible for security and accuracy?

3. Who decides how it can be used?

4. Does the owner need to be told when it is used or compromised?

You already have zero privacy. Get over it.

— Scott McNealy, Chairman,
Sun Microsystems, 1999

Start with the first question about ownership. Cyber-consumers love to get offers tailored to them. Over
63 percent of the buying public in the United States bought from direct mail in 1998. Companies invest heavily
in personalizing their marketing approach because it works. So what makes it so successful? By allowing the
seller to know some pretty personal data about your preferences, a trust relationship is implied. (Remember
that word “trust”; it will surface later.) The “real deal” is this: vendors do not know about your interests because
they are your friend and want to make you happy. They want to take your trust and put together something
private that will result in their product winding up in your home or office. Plain and simple: economics. And
what does this cost them? If they have their way, practically nothing. You have given up your own private
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information that they have used to exploit your buying habits or personal preferences. Once you give up
ownership, you have let the cat out of the bag. Now they have the opportunity to do whatever they want with it.

“Are there any controls?” That brings us to the second question. The most basic control is to ask you clearly
whether you want to give up something you own. That design method of having you “opt in” to their data
collection gives you the opportunity to look further into their privacy protection methods, a stated or implied
process for sharing (or not sharing) your information with other organizations and how your private infor-
mation is to be removed. By simply adding this verification of your agreement, 85 percent of surveyed con-
sumers would approve of having their profile used for marketing. Not that they ask, but they will be responsible
for protecting your privacy. You must do some work to verify that they can keep their promise, but at least
you know they have accepted some responsibility (their privacy policy should tell you how much). Their very
mission will ensure accuracy. No product vendor wants to build its sales campaign on inaccurate data— at
least not a second time.

Who decides use? If done right, both you and the marketer can decide based on the policy. If you are not
sure if they are going to misuse their data, you can test them. Use a nickname, or some identifying initial to
track where your profile is being used. I once tested an online information service by using my full middle
name instead of an initial. Lo and behold, I discovered that my “new” name ended up on over 30 different
mailing lists, and it took me several months to be removed from most of them. Some still are using my name,
despite my repeated attempts to stop the vendors from doing so. Your method for deciding who to trust (there
is that word again) depends on your preferences and the genre of services and products you are interested in
buying. Vendors also tend to reflect the preferences of their customers. Those who sell cheap, ultra-low-cost
commodities have a different approach than those who sell big-ticket luxuries to a well-educated executive
clientele. Be aware and recognize the risks. Special privacy concerns have been raised in three areas: data on
children, medical information, and financial information (including credit/debit cards). Be especially aware if
these categories of data are collected and hold the collector to a more stringent set of protection standards.
You, the public, are the judge.

If your data is compromised, it is doubtful that the collector will know. This situation is unfortunate. Even
if it is known, it could cost them their business. Now the question of ethics comes into play. I actually know
of a company that had its customer credit card files “stolen” by hackers. Rather than notify the affected
customers and potentially cause a mass exodus to other vendors, the company decided to keep quiet. That
company may be only buying some time. It is a far greater mistake to know that a customer is at risk and not
inform them that they should check their records carefully than it is to have missed a technical component and,
as a result, their system was compromised. The bottom line is that you are expected to report errors, inconsistencies,
and suspected privacy violations to them. If you do, you have a right to expect immediate correction.

Where Is the Data to Be Protected?

Much ado has been made about the encryption of data while connected to the Internet. This is a concern; but
to be really responsive to privacy directives, more than transmitting encrypted data is required. For a real
privacy policy to be developed, the data must be protected when it is:

+ Captured

* Transmitted
+ Stored

+ Processed

+ Archived

That means more than using SSL or sending data over a VPN. It also goes beyond strong authentication using
biometrics or public/private keys. It means developing a privacy architecture that protects data when it is sent,
even internally; while stored in databases, with access isolated from those who can see other data in the same
database; and while it is being stored in program work areas. All these issues can be solved with technology
and should be discussed with the appropriate network, systems development, or data center managers. Despite
all best efforts to make technology respond to the issues of privacy, the most effective use of resources and
effort is in developing work habits that facilitate data privacy protection.
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Good Work Habits

Privacy does not just happen. Everyone has certain responsibilities when it comes to protecting the privacy of
one’s own data or the data that belongs to others. In some cases, the technology exists to make that responsibility
easier to carry out.

Vendor innovations continue to make this technology more responsive, for both data “handlers” and data
“owners.” For the owners, smart cards carry a record of personal activity that never leaves the wallet-sized
token itself. For example, smart cards can be used to record selection of services (video, phone, etc.) without
divulging preferences. They can maintain complex medical information (e.g., health, drug interactions) and
can store technical information in the form of x-rays, nuclear exposure time (for those working in the nuclear
industry), and tanning time (for those who do not).

For the handlers, smart cards can record electronic courier activities when data is moved from one place
to another. They can enforce protection of secret data and provide proper authentication, either using a
biometric such as a fingerprint or a traditional personal identification number (PIN). There are even cards
that can scan a person’s facial image and compare it to a digitized photo stored on the card. They are valuable
in providing a digital signature that does not reside on one’s office PC, subject to theft or compromise by office
procedures that are less than effective.

In addition to technology, privacy can be afforded through diligent use of traditional data protection
methods. Policies can develop into habits that force employees to understand the sensitivity of what they have
access to on their desktops and personal storage areas. Common behavior such as protecting one’s territory
before leaving that area and when returning to one’s area is as important as protecting privacy while in one’s
area.

Stories about privacy, the compromise of personal data, and the legislation (both U.S. and international)
being enacted or drafted are appearing daily. Some are redundant and some are downright scary. One’s mission
is to avoid becoming one of those stories.

Recommendations

For all 21st-century organizations (and all people who work in those organizations), a privacy policy is a must
and adherence to it is expected. Here are several closing tips:

1. If your organization has a privacy coordinator (or chief privacy officer), contact that person or a

compliance person if you have questions. Keep their numbers handy.

2. Be aware of the world around you. Monitor national and international developments, as well as all local

laws.

3. Be proactive; anticipate privacy issues before they become a crisis.

4. Much money can be made or lost by being ahead of the demands for privacy or being victimized by

those who capitalize on your shortcomings.

5. Preserve your reputation and that of your organization. As with all bad news, violations of privacy will
spread like wildfire. Everyone is best served by collective attention to maintaining an atmosphere of
respect for the data being handled.

. Communicate privacy throughout all areas of your organization.

. Imbed privacy in existing processes — even older legacy applications.

. Provide notification and allow your customers/clients/constituents to opt out or opt in.

. Conduct audits and consumer inquiries.

10. Create a positive personalization image of what you are doing (how does this really benefit the data

owner).

11. Use your excellent privacy policies and behavior as a competitive edge.

O 0 N
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Biometric Identification

Donald R. Richards

Envision a day when the door to a secured office building can be opened using an automated system for
identification based on a person’s physical presence, although that person left his or her ID or access card on
the kitchen counter at home. Imagine ticket-less airline travel, whereby a person can enter the aircraft based
on a positive identification verified biometrically at the gateway. Picture getting into a car, starting the engine
by flipping down the driver’s visor, and glancing into the mirror and driving away, secure in the knowledge
that only authorized individuals can make the vehicle operate.

The day when these actions are routine is rapidly approaching. Actually, implementation of fast, accurate,
reliable, and user-acceptable biometric identification systems is already under way. Societal behavior patterns
result in ever-increasing requirements for automated positive identification systems, and these are growing
even more rapidly. The potential applications for these systems are limited only by a person’s imagination.
Performance claims cover the full spectrum from realistic to incredible. System implementation problems with
these new technologies have been predictably high. User acceptance obstacles are on the rise. Security practi-
tioners contemplating use of these systems are faced with overwhelming amounts of often contradictory
information provided by manufacturers and dealers.

This chapter provides the security professional with the knowledge necessary to avoid potential pitfalls in
selecting, installing, and operating a biometric identification system. The characteristics of these systems are
introduced in sufficient detail to enable determination as to which are most important for particular applica-
tions. Historical problems experienced in organizational use of biometric systems are also discussed. Finally,
the specific technologies available in the marketplace are described, including the data acquisition process,
enrollment procedure, data files, user interface actions, speed, anti-counterfeit information, accuracy, and
unique system aspects.

Background and History Leading to Biometric Development

Since the early days of mankind, humans have struggled with the problem of protecting their assets. How can
unauthorized persons effectively and efficiently be prevented from making off with the things that are consid-
ered valuable, even a cache of food? Of course, the immediate solution then, as it has always been for the
highest-value assets, was to post a guard. Then, as now, it was realized that the human guard is an inefficient
and sometimes ineffective method of protecting resources.

The creation of a securable space, for example, a room with no windows or other openings except a sturdy
door, was a step in the right direction. From there, the addition of the lock and key was a small but very
effective move that enabled the removal of the continuous guard. Those with authorized access to the protected
assets were given keys, which was the beginning of the era of identification of authorized persons based on
the fact that they had such keys. Over centuries, locks and keys were successively improved to provide better
security. The persistent problem was lost and stolen keys. When these events occurred, the only solution was
the replacement of the lock (later just the cylinder) and of all keys, which was time consuming and expensive.

The next major breakthrough was the advent of electronic locks, controlled by cardreaders with plastic
cards as keys. This continued the era of identification of authorized persons based on things that they had
(e.g., coded plastic cards). The great advancement was the ability to electronically remove the ability of lost
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or stolen (key) cards to unlock the door. Therefore, no locks or keys had to be changed, with considerable
savings in time and cost. However, as time passed, experience proved that assets were sometimes removed
before authorized persons even realized that their cards had been lost or stolen.

The addition of a Personal Identification Number (PIN) keypad to the cardreader was the solution to the
unreported lost or stolen card problem. Thus began the era of identification of authorized persons based on
things they had and on things they knew (e.g., a PIN). This worked well until the “bad guys” figured out that
most people chose PINs that were easy for them to remember, such as birthdays, anniversaries, or other
numbers significant in their lives. With a lost or stolen card, and a few trials, “bad guys” were sometimes
successful in guessing the correct PIN and accessing the protected area.

The obvious solution was to use only random numbers as PINs, which solved the problem of PINs being
guessed or found through trial and error. However, the difficulty in remembering random numbers caused
another predictable problem. PINs (and passwords) were written on pieces of paper, Post-It notes, driver’s
licenses, blotters, bulletin boards, computers, or wherever they were convenient to find when needed. Some-
times they were written on the access cards themselves. In addition, because it is often easy to observe PINs
being entered, “bad guys” planning a theft were sometimes able to obtain the number prior to stealing the
associated card. These scenarios demonstrate that cardreaders, even those with PINs, cannot positively authen-
ticate the identity of persons with authorized entry.

The only way to be truly positive in authenticating identity for access is to base the authentication on the
physical attributes of the persons themselves (i.e., biometric identification). Because most identity authenti-
cation requirements take place when people are fully clothed (neck to feet and wrists), the parts of the body
conveniently available for this purpose are the hands, face, and eyes.

Biometric Development

Once it became apparent that truly positive identification could only be based on the physical attributes of the
person, two questions had to be answered. First, what part of the body could be used? Second, how could
identification be accomplished with sufficient accuracy, reliability, and speed so as to be viable in field perfor-
mance? However, had the pressures demanding automated personal identification not been rising rapidly at
the highest levels (making necessary resources and funds available), this research would not have occurred.

At the time, the only measurable characteristic associated with the human body that was universally accepted
as a positive identifier was the fingerprint. Contact data collected using special inks, dusting powders, and
tape, for example, are matched by specially trained experts. Uniquely positioned whorls, ridge endings, and
bifurcations were located and compared against templates. A sensor capable of reading a print made by a finger
pressed against a piece of glass was required. Matching the collected print against a stored template is a classic
computer task. Fortuitously, at the time these identification questions were being asked, computer processing
capabilities and speed were increasing rapidly, while size and cost were falling. Had this not been the case,
even the initial development of biometric systems would not have taken place. It has taken an additional 25
years of computer and biometric advancement, and cost reduction, for biometrics to achieve widespread
acceptability and field proliferation.

Predictably, the early fingerprint-identifying verification systems were not successful in the marketplace, but
not because they could not do what they were designed to do. They did. Key problems were the slow decision
speed and the lack of ability to detect counterfeit fingerprints. Throughput of two to three people per minute
results in waiting lines, personal frustration, and lost productive time. Failure to detect counterfeit input (i.e.,
rubber fingers, photo images) can result in false acceptance of impostors.

Continued comprehensive research and development and advancements in sensing and data processing
technologies enabled production of systems acceptable in field use. Even these systems were not without
problems, however. Some systems required high levels of maintenance and adjustment for reliable performance.
Some required lengthy enrollment procedures. Some required data templates of many thousands of bytes,
requiring large amounts of expensive storage media and slowing processing time. Throughput was still relatively
slow (though acceptable). Accuracy rates (i.e., false accept and mostly false reject) were higher than would be
acceptable today. However, automated biometric identifying verification systems were now performing needed
functions in the field.

The value of fast, accurate, and reliable biometric identity verification was rapidly recognized, even if it was
not yet fully available. Soon, the number of organized biometric research and development efforts exceeded
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20. Many were fingerprint spinoffs: thumb print; full finger print; finger pattern (i.e., creases on the underside
of the finger); and palm print. Hand topography (i.e., the side-view elevations of the parts of the hand placed
against a flat surface) proved not sufficiently unique for accurate verification, but combined with a top view
of the hand (i.e., hand geometry) it became one of the most successful systems in the field. Two-finger geometry
is a recently marketed variation.

Other technologies that have achieved at least some degree of market acceptance include voice patterns,
retina scan (i.e., the blood-vessel pattern inside the eyeball), signature dynamics (i.e., the speed, direction, and
pressure of pen strokes), and iris recognition (i.e., the pattern of features in the colored portion of the eye
around the pupil). Others that have reached the market, but have not remained, include keystroke dynamics
(i.e., the measurable pattern of speed and time in typing words) and signature recognition (i.e., matching).
Other physical characteristics that have been and are currently being investigated as potential biometric
identifiers include finger length (though not sufficiently unique), wrist veins (underside), hand veins (back of
the hand), knuckle creases (when grasping a bar), fingertip structure (blood vessel pattern under the skin),
finger sections (between first and second joint), ear shape, and lip shape. One organization has been spending
significant amounts of money and time investigating biometric identification based on body odor.

Another biometric identifying verification area receiving significant attention (and funding) is facial recog-
nition. This partially results from the ease of acquiring facial images with standard video technology and from
the perceived high payoff to be enjoyed by a successful facial recognition system. Facial thermography (i.e.,
heat patterns of the facial tissue) is an expensive variation because of high camera cost.

The history of the development of biometric identifying verification systems is far from complete. Entre-
preneurs continue to see rich rewards for faster, more accurate and reliable technology, and advanced devel-
opment will continue. However, advancements are expected to be improvements or variations of current
technologies. These will be associated with the hands, eyes, and face for the “what we are” systems, and the
voice and signature for the “what we do” systems.

Characteristics of Biometric Systems

These are the important factors necessary for any effective biometric system: accuracy, speed and throughput
rate, acceptability to users, uniqueness of the biometric organ and action, resistance to counterfeiting, reliability,
data storage requirements, enrollment time, intrusiveness of data collection, and subject and system contact
requirements.

Accuracy

Accuracy is the most critical characteristic of a biometric identifying verification system. If the system cannot
accurately separate authentic persons from impostors, it should not even be termed a biometric identification
system.

False Reject Rate

The rate, generally stated as a percentage, at which authentic, enrolled persons are rejected as unidentified or
unverified persons by a biometric system is termed the false reject rate. False rejection is sometimes called a
Type I error. In access control, if the requirement is to keep the “bad guys” out, false rejection is considered
the least important error. However, in other biometric applications, it may be the most important error. When
used by a bank or retail store to authenticate customer identity and account balance, false rejection means that
the transaction or sale (and associated profit) is lost, and the customer becomes upset. Most bankers and
retailers are willing to allow a few false accepts as long as there are no false rejects.

False rejections also have a negative effect on throughput, frustrations, and unimpeded operations because
they cause unnecessary delays in personnel movements. An associated problem that is sometimes incorrectly
attributed to false rejection is failure to acquire. Failure to acquire occurs when the biometric sensor is not
presented with sufficient usable data to make an authentic or impostor decision. Examples include smudged
prints on a fingerprint system, improper hand positioning on a hand geometry system, improper alignment
on a retina or iris system, or mumbling on a voice system. Subjects cause failure-to-acquire problems, either
accidentally or on purpose.
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False Accept Rate

The rate, generally stated as a percentage, at which unenrolled persons or impostors are accepted as authentic,
enrolled persons by a biometric system is termed the false accept rate. False acceptance is sometimes called a
Type II error. This is usually considered the most important error for a biometric access control system.

Crossover Error Rate (CER)

This is also called the equal error rate and is the point, generally stated as a percentage, at which the false
rejection rate and the false acceptance rate are equal. This has become the most important measure of biometric
system accuracy.

All biometric systems have sensitivity adjustment capability. If false acceptance is not desired, the system
can be set to require (nearly) perfect matches of enrollment data and input data. If tested in this configuration,
the system can truthfully be stated to achieve a (near) zero false accept rate. If false rejection is not desired,
this system can be readjusted to accept input data that only approximates a match with enrollment data. If
tested in this configuration, the system can be truthfully stated to achieve a (near) zero false rejection rate.
However, the reality is that biometric systems can operate on only one sensitivity setting at a time.

The reality is also that when system sensitivity is set to minimize false acceptance, closely matching data
will be spurned and the false rejection rate will go up significantly. Conversely, when system sensitivity is set
to minimize false rejects, the false acceptance rate will go up notably. Thus, the published (i.e., truthful) data
tells only part of the story. Actual system accuracy in field operations may even be less than acceptable. This
is the situation that created the need for a single measure of biometric system accuracy.

The crossover error rate (CER) provides a single measurement that is fair and impartial in comparing the
performance of the various systems. In general, the sensitivity setting that produces the equal error will be
close to the setting that will be optimal for field operation of the system. A biometric system that delivers a
CER of 2 percent will be more accurate than a system with a CER of 5 percent.

Speed and Throughput Rate

The speed and throughput rate are the most important biometric system characteristics. Speed is often related to
the data processing capability of the system and is stated as how fast the accept or reject decision is annunciated.
In actuality, it relates to the entire authentication procedure: stepping up to the system; inputting the card or
PIN (if a verification system); inputting the physical data by inserting a hand or finger, aligning an eye, speaking
access words, or signing a name; processing and matching of data files; annunciation of the accept or reject
decision; and, if a portal system, moving through and closing the door.

Generally accepted standards include a system speed of five seconds from start-up through decision annun-
ciation. Another standard is a portal throughput rate of six to ten/minute, which equates to six to ten seconds/
person through the door. Only in recent years have biometric systems become capable of meeting these speed
standards, and, even today, some marketed systems do not maintain this rapidity. Slow speed and the resultant
waiting lines and movement delays have frequently caused the removal of biometric systems and even the
failure of biometric companies.

Acceptability to Users

System acceptability to the people who must use it has been a little noticed but increasingly important factor
in biometric identification operations. Initially, when there were few systems, most were of high security and
the few users had a high incentive to use the systems; user acceptance was of little interest. In addition, little
user threat was seen in fingerprint and hand systems.

Biometric system acceptance occurs when those who must use the system — organizational managers and
any union present — all agree that there are assets that need protection, the biometric system effectively controls
access to these assets, system usage is not hazardous to the health of the users, system usage does not inordinately
impede personnel movement and cause production delays, and the system does not enable management to
collect personal or health information about the users. Any of the parties can effect system success or removal.
Uncooperative users will overtly or covertly compromise, damage, or sabotage system equipment. The cost of
union inclusion of the biometric system in their contracts may become too costly. Moreover, management has
the final decision on whether the biometric system benefits outweigh its liabilities.
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Uniqueness of Biometric Organ and Action

Because the purpose of biometric systems is positive identification of personnel, some organizations (e.g.,
elements of the government) are specifying systems based only on a unique (i.e., no duplicate in the world)
physical characteristic. The rationale is that when the base is a unique characteristic, a file match is a positive
identification rather than a statement of high probability that this is the right person. Only three physical
characteristics or human organs used for biometric identification are unique: the fingerprint, the retina of the
eye (i.e., the blood-vessel pattern inside the back of the eyeball), and the iris of the eye (i.e., random pattern
of features in the colored portion of the eye surrounding the pupil). These features include freckles, rings, pits,
striations, vasculature, coronas, and crypts.

Resistance to Counterfeiting

The ability to detect or reject counterfeit input data is vital to a biometric access control system meeting high
security requirements. These include use of rubber, plastic, or even hands or fingers of the deceased in hand
or fingerprint systems, and mimicked or recorded input to voice systems. Entertainment media, such as the
James Bond or Terminator films, have frequently shown security system failures when the heads or eyes of
deceased (i.e., authentic) persons were used to gain access to protected assets or information. Because most
of the early biometric identifying verification systems were designed for high-security access control applica-
tions, failure to detect or reject counterfeit input data was the reason for several system or organization failures.
Resistance to counterfeit data remains a criterion of high-quality, high-accuracy systems. However, the prolif-
eration of biometric systems into other non-high-security type applications means that lack of resistance to
counterfeiting is not likely to cause the failure of a system in the future.

Reliability

It is vital that biometric identifying verification systems remain in continuous, accurate operation. The system
must allow authorized persons access while precluding others, without breakdown or deterioration in perfor-
mance accuracy or speed. In addition, these performance standards must be sustained without high levels of
maintenance or frequent diagnostics and system adjustments.

Data Storage Requirements

Data storage requirements are a far less significant issue today than in the earlier biometric systems when
storage media were very expensive. Nevertheless, the size of biometric data files remains a factor of interest.
Even with current ultra-high-speed processors, large data files take longer to process than small files, especially
in systems that perform full identification, matching the input file against every file in the database. Biometric
file size varies between 9 and 10,000 bytes, with most falling in the 256- to 1000-byte range.

Enrollment Time

Enrollment time is also a less significant factor today. Early biometric systems sometimes had enrollment
procedures requiring many repetitions and several minutes to complete. A system requiring a five-minute
enrollment instead of two minutes causes 50 hours of expensive nonproductive time if 1000 users must be
enrolled. Moreover, when line waiting time is considered, the cost increases several times. The accepted standard
for enrollment time is two minutes per person. Most of the systems in the marketplace today meet this standard.

Intrusiveness of Data Collection

Originally, this factor developed because of user concerns regarding collection of biometric data from inside
the body, specifically the retina inside the eyeball. Early systems illuminated the retina with a red light beam.
However, this coincided with increasing public awareness of lasers, sometimes demonstrated as red light beams
cutting steel. There has never been an allegation of user injury from retina scanning, but user sensitivity
expanded from resistance to red lights intruding inside the body to include any intrusion inside the body. This
user sensitivity has now increased to concerns about intrusions into perceived personal space.
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Subject and System Contact Requirements

This factor could possibly be considered as a next step or continuation of intrusiveness. Indications are that
biometric system users are becoming increasingly sensitive to being required to make firm physical contact
with surfaces where up to hundreds of other unknown (to them) persons are required to make contact for
biometric data collection. These concerns include voice systems that require holding and speaking into a
handset close to the lips.

There seems to be some user feeling that “if I choose to do something, it is OK, but if an organization, or
society, requires me to do the same thing, it is wrong.” Whether or not this makes sense, it is an attitude
spreading through society that is having an impact on the use of biometric systems. Systems using video camera
data acquisition do not fall into this category.

Historical Biometric Problems

A variety of problems in the field utilization of biometric systems over the past 25 years have been identified.
Some have been overcome and are seldom seen today; others still occur. These problems include performance,
hardware and software robustness, maintenance requirements, susceptibility to sabotage, perceived health
maladies because of usage, private information being made available to management, and skill and cooperation
required to use the system.

Performance

Field performance of biometric identifying verification systems is often different from from experienced in
manufacturers’ or laboratory tests. There are two ways to avoid being stuck with a system that fails to deliver
promised performance. First, limit consideration to technologies and systems that have been tested by an
independent, unbiased testing organization. Sandia National Laboratories, located in Albuquerque, New Mex-
ico, has done biometric system testing for the Department of Energy for many years, and some of their reports
are available. Second, any system manufacturer or sales representative should be able to provide a list of
organizations currently using their system. They should be able to point out those users whose application is
similar to that currently contemplated (unless the planned operation is a new and unique application). Detailed
discussions, and perhaps a site visit, with current users with similar application requirements should answer
most questions and prevent many surprises.

Hardware and Software Robustness

Some systems and technologies that are very effective with small- to medium-sized user databases have a
performance that is less than acceptable with large databases. Problems that occur include system slowdown
and accuracy degradation. Some biometric system users have had to discard their systems and start over because
their organizations became more successful, grew faster than anticipated, and the old system could not handle
the growth. If they hope to “grow” their original system with the organization, system managers should at least
double the most optimistic growth estimate and plan for a system capable of handling that load.

Another consideration is hardware capability to withstand extended usage under the conditions expected.
An example is the early signature dynamics systems, which performed adequately during testing and early
fielding periods. However, the pen and stylus sensors used to detect stroke direction, speed, and pressure were
very tiny and sensitive. After months or a year of normal public use, the system performance had deteriorated
to the point that the systems were no longer effective identifiers.

Maintenance Requirements

Some sensors and systems have required very high levels of preventive maintenance or diagnostics and adjust-
ment to continue effective operations. Under certain operating and user conditions (e.g., dusty areas or with
frequent users of hand lotions or creams), some fingerprint sensors needed cleaning as frequently as every day
to prevent deterioration of accuracy. Other systems demanded weekly or monthly connection of diagnostic
equipment, evaluation of performance parameters, and careful adjustment to retain productive performance.
These human interventions not only disrupt the normal security process, but significantly increase operational
costs.
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Susceptibility to Sabotage

Systems with data acquisition sensors on pedestals protruding far out from walls or with many moving parts
are often susceptible to sabotage or disabling damage. Spinning floor polisher handles or hammers projecting
out of pockets can unobtrusively or accidentally affect sensors. These incidents have most frequently occurred
when there was widespread user or union resistance to the biometric system.

Perceived Health Maladies Due to Usage

As new systems and technologies were developed and public sensitivity to new viruses and diseases such as
AIDS, Ebola, and E. coli increased by orders of magnitude, acceptability became a more important issue.
Perceptions of possible organ damage and potential spread of disease from biometric system usage ultimately
had such a devastating effect on sales of one system that it had to be totally redesigned. Although thousands
of the original units had been successfully fielded, whether or not the newly packaged technology regains
popularity or even survives remains to be seen. All of this occurred without even one documented allegation
of a single user becoming sick or injured as a result of system utilization.

Many of the highly contagious diseases recently publicized can be spread by simple contact with a contam-
inated surface. As biometric systems achieve wider market penetration in many applications, user numbers
are growing logarithmically. There are developing indications that users are becoming increasingly sensitive
about systems and technologies that require firm physical contact for acquisition of the biometric data.

Private Information Made Available to Management

Certain health events can cause changes in the blood vessel pattern (i.e., retina) inside the eyeball. These include
diabetes and strokes. Allegations have been made that the retina-based biometric system enables management
to improperly obtain health information that may be used to the detriment of system users. The scenario
begins with the system failing to identify a routine user. The user is easily authenticated and re-enrolled. As a
result, management will allegedly note the re-enrollment report and conclude that this user had a minor health
incident (minor because the user is present the next working day). In anticipation that this employee’s next
health event could cause major medical cost, management might find (or create) a reason for termination.
Despite the fact that there is no recorded case of actual occurrence of this alleged scenario, this folklore continues
to be heard within the biometric industry.

Skill and Cooperation Required to Use the System

The performance of some biometric systems is greatly dependent on the skill or careful cooperation of the
subject in using the system. Although there is an element of this factor required for data acquisition positioning
for all biometric systems, it is generally attributed to the “what we do” type of systems.

Benefits of Biometric Identification as Compared with
Card Systems

Biometric identifying verification systems control people. If the person with the correct hand, eye, face,
signature, or voice is not present, the identification and verification cannot take place and the desired action
(i.e., portal passage, data or resource access) does not occur.

As has been demonstrated many times, adversaries and criminals obtain and successfully use access cards,
even those that require the addition of a PIN. This is because these systems control only pieces of plastic (and
sometimes information), rather than people. Real asset and resource protection can only be accomplished by
people, not cards and information, because unauthorized persons can (and do) obtain the cards and infor-
mation.

Further, life-cycle costs are significantly reduced because no card or PIN administration system or personnel
are required. The authorized person does not lose physical characteristics (i.e., hands, face, eyes, signature, or
voice), but cards and PINs are continuously lost, stolen, or forgotten. This is why card access systems require
systems and people to administer, control, record, and issue (new) cards and PINs. Moreover, the cards are
an expensive and recurring cost.
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Card System Error Rates

The false accept rate is 100 percent when the access card is in the wrong hands, lost, or stolen. It is a false
reject when the right card is swiped incorrectly or just does not activate the system. (Think about the number
of times to retry hotel room access cards to get the door to unlock.) Actually, it is also a false reject when a
card is forgotten and that person cannot get through the door.

Biometric Data Updates

Some biometric systems, using technologies based on measuring characteristics and traits that may vary over
time, work best when the database is updated with every use. These are primarily the “what we do” technologies
(i.e., voice, signature, and keystroke). Not all systems do this. The action measured by these systems changes
gradually over time. The voice changes as people age. It is also affected by changes in weight and by certain health
conditions. Signature changes over time are easily documented. For example, look at a signature of Franklin
D. Roosevelt at the beginning of his first term as president. Each name and initial is clearly discernible. Then,
compare it with his signature in his third term, just eight years later. To those familiar with it, the strokes and
lines are clearly the president’s signature; but to others, they bear no relationship to his name or any other
words. Keystroke patterns change similarly over time, particularly depending on typing frequency.

Systems that update the database automatically average the current input data into the database template
after the identification transaction is complete. Some also delete an earlier data input, making that database a
moving average. These gradual changes in input data may not affect user identification for many months or
years. However, as the database file and the input data become further apart, increasingly frequent false
rejections will cause enough inconvenience that re-enrollment is dictated, which is another inconvenience.

Different Types of Biometric Systems and Their Characteristics

This section describes the different types of biometric systems: fingerprint systems, hand geometry systems,
voice pattern systems, retina pattern systems, iris pattern systems, and signature dynamics systems. For each
system, the following characteristics are described: the enrollment procedure and time, the template or file
size, the user action required, the system response time, any anti-counterfeit method, accuracy, field history,
problems experienced, and unique system aspects.

Fingerprint Systems

The information in this section is a compilation of information about several biometric identifying verification
systems whose technology is based on the fingerprint.

Data Acquisition

Fingerprint data is acquired when subjects firmly press their fingers against a glass or polycarbonate plate. The
fingerprint image is not stored. Information on the relative location of the ridges, whorls, lines, bifurcations,
and intersections is stored as an enrolled user database file and later compared with user input data.
Enrollment Procedure and Time

As instructed, subject enters a one- to nine-digit PIN on the keypad. As cued, the finger is placed on the reader
plate and then removed. A digitized code is created. As cued, the finger is placed and removed four more times
for calibration. The total enrollment time required is less than two minutes.

Template or File Size
Fingerprint user files are generally between 500 and 1500 bytes.

User Actions Required

Nearly all fingerprint-based biometrics are verification systems. The user states identification by entering a
PIN through a keypad or by using a card reader, and then places a finger on the reader plate.

System Response Time

Visual and audible annunciation of the confirmed and not confirmed decision occurs in five to seven seconds.
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Accuracy

Some fingerprint systems can be adjusted to achieve a false accept rate of 0.0 percent. Sandia National
Laboratories tests of a top-rated fingerprint system in 1991 and 1993 produced a three-try false reject rate of
9.4 percent and a crossover error rate of 5 percent.

Field History

Thousands of units have been fielded for access control and identity verification for disbursement of govern-
ment benefits, for example.

Problems Experienced

System operators with large user populations are often required to clean sensor plates frequently to remove
built-up skin oil and dirt that adversely affect system accuracy.

Unique System Aspects

To avoid the dirt build-up problem, a newly developed fingerprint system acquires the fingerprint image
with ultrasound. Claims are made that this system can acquire the fingerprint of a surgeon wearing latex
gloves. A number of companies are producing fingerprint-based biometric identification systems.

Hand Geometry System

Hand geometry data, the three-dimensional record of the length, width, and height of the hand and fingers,
is acquired by simultaneous vertical and horizontal camera images.

Enrollment Procedure and Time

The subject is directed to place the hand flat on a grid platen, positioned against pegs between the fingers.
Four finger-position lights ensure proper hand location. A digital camera records a single top and side view
from above, using a 45-degree mirror for the side view. The subject is directed to withdraw and then reposition
the hand twice more. The readings are averaged into a single code and given a PIN. Total enrollment time is
less than two minutes.

Template or File Size

The hand geometry user file size is nine bytes.

User Actions Required

The hand geometry system operates only as an identification verifier. The user provides identification by
entering a PIN on a keypad or by using a cardreader. When the “place hand” message appears on the unit
display, the user places his or her hand flat on the platen against the pegs. When all four lights confirm correct
hand position, the data is acquired and a “remove hand” message appears.

System Response Time

Visual and audible annunciation of the confirm or not confirm decision occurs in three to five seconds.
Anticounterfeit Method

The manufacturer states that “the system checks to ensure that a live hand is used.”

Accuracy

Sandia National Laboratories tests have produced a one-try false accept rate less than 0.1 percent, a three-try
false reject rate less than 0.1 percent, and crossover error rates of 0.2 and 2.2 percent (i.e., two tests).

Field History

Thousands of units have been fielded for access control, college cafeterias and dormitories, and government
facilities. Hand geometry was the original biometric system of choice of the Department of Energy and the
Immigration and Naturalization Service. It was also used to protect the Athlete’s Village at the 1996 Olympics
in Atlanta.
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Problems Experienced

Some of the field applications did not perform up to the accuracy results of the initial Sandia test. There have
been indications that verification accuracy achieved when user databases are in the hundreds deteriorates when
the database grows into the thousands.

Unique System Aspects

The hand geometry user file code of nine bytes is, by far, the smallest of any current biometric system. Hand
geometry identification systems are manufactured by Recognition Systems, Inc. A variation, a two-finger
geometry identification system, is manufactured by BioMet Partners.

Voice Pattern Systems

Up to seven parameters of nasal tones, larynx and throat vibrations, and air pressure from the voice are captured
by audio and other sensors.

Enrollment Procedure and Time

Most voice systems use equipment similar to a standard telephone. As directed, the subject picks up the handset
and enters a PIN on the telephone keypad. When cued through the handset, the subject speaks his or her
access phrase, which may be his or her PIN and name or some other four- to six-word phrase. The cue and
the access phrase are repeated up to four times. Total enrollment time required is less than two minutes.

Template or File Size

Voice user files vary from 1000 to 10,000 bytes, depending on the system manufacturer.

User Actions Required

Currently, voice systems operate only as identification verifiers. The user provides identification by entering
the PIN on the telephone-type keypad. As cued through the handset (i.e., recorded voice stating “please say
your access phrase”), the user speaks into the handset sensors.

System Response Time

Audible response (i.e., “accepted, please enter” or “not authorized”) is provided through the handset. Some
systems include visual annunciation (e.g., red and green lights or LEDs). Total transaction time requires up
to 10 to 14 seconds.

Anti-counterfeit Method

Various methods are used, including measuring increased air pressure when “p” or “t” sounds are spoken.
Some sophisticated systems require the user to speak different words from a list of ten or more enrolled words
in a different order each time the system is used.

Accuracy

Sandia National Laboratories has reported crossover errors greater 10 percent for two systems they have tested.
Other voice tests are being planned.

Field History

More than 100 systems have been installed, with over 1000 door access units, at colleges, hospitals, laboratories,
and offices.

Problems Experienced

Background noise can affect the accuracy of voice systems. Access systems are located at entrances, hallways,
and doorways, which tend to be busy, high-traffic, and high-noise-level sites.

Unique System Aspects

Some voice systems can also be used as an intercom or to leave messages for other system users. There are
several companies producing voice-based biometric identification systems.
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Retina Pattern System

The system records elements of the blood-vessel pattern of the retina on the inside rear portion of the eyeball
using a camera to acquire the image.
Enrollment Procedure and Time

The subject is directed to position his or her eye an inch or two from the system aperture, keeping a pulsing
green dot inside the unit centered in the aperture, and remain still. An ultra-low-intensity invisible light enables
reading 320 points on a 450-degree circle on the retina. A PIN is entered on a unit keypad. Total enrollment
time required is less than two minutes.

Template or File Size

The retina pattern digitized waveform is stored as a 96-byte template.

User Actions Required

If verifying, the user enters the PIN on the keypad. The system automatically acquires data when an eye is
positioned in front of the aperture and centered on the pulsing green dot. Acceptance or nonacceptance is
indicated in the LCD display.

System Response Time

Verification system decision time is about 1.5 seconds. Recognition decision time is less than five seconds with
a 1,500-file data base. Average throughput time is four to seven seconds.

Anticounterfeit Method.

The system “requires a live, focusing eye to acquire pattern data,” according to the manufacturer.

Accuracy

Sandia National Laboratories’ test of the previous retina model produced no false accepts and a crossover error
rate of 1.5 percent. The new model, System 2001, is expected to perform similarly.

Field History

Hundreds of the original binocular-type units were fielded before those models were discontinued. They were
used for access control and identification in colleges, laboratories, government facilities, and jails. The new
model, System 2001, is now on sale.

Problems Experienced

Because persons perspiring or having watery eyes could leave moisture on the eyecups of the previous models,
some users were concerned about acquiring a disease through the transfer of body fluids. Because the previous
models used a red light beam to acquire pattern data, some users were concerned about possible eye damage
from the “laser.” No allegations were made that any user actually became injured or diseased through the use
of these systems. Because some physical conditions such as diabetes and heart attacks can cause changes in the
retinal pattern, which can be detected by this system, some users were concerned that management would gain
unauthorized medical information that could be used to their detriment. No cases of detrimental employee
personnel actions resulting from retina system information have been reported.

Unique System Aspects

Some potential system users remain concerned about potential eye damage from using the new System 2001.
They state that, even if they cannot see it, the system projects a beam inside the eye to read the retina pattern.
Patents for retina-based identification are owned by EyeDentify Inc.

Iris Pattern System

The iris (i.e., the colored portion of the eye surrounding the pupil) has rich and unique patterns of striations,
pits, freckles, rifts, fibers, filaments, rings, coronas, furrows, and vasculature. The images are acquired by a
standard 1/3-inch CCD video camera capturing 30 images per second, similar to a camcorder.
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Enrollment Procedure and Time

The subject looks at a mirror-like LCD feedback image of his or her eye, centering and focusing the image as
directed. The system creates zones of analysis on the iris image, locates the features within the zones, and
creates an IrisCode. The system processes three images, selects the most representative, and stores it upon
approval of the operator. A PIN is added to the administrative (i.e., name, address) data file. Total enrollment
time required is less than two minutes.

Template or File Size
The IrisCode occupies 256 bytes.

User Actions Required

The IriScan system can operate as a verifier, but is normally used in full identification mode because it performs
this function faster than most systems verify. The user pushes the start button, tilts the optical unit if necessary
to adjust for height, and looks at the LCD feedback image of his or her eye, centering and focusing the image.
If the system is used as a verifier, a keypad or cardreader is interconnected.

System Response Time

Visual and audible annunciation of the identified or not identified decision occurs in one to two seconds,
depending on the size of the database. Total throughput time (i.e., start button to annunciation) is 2.5 to 4
seconds with experienced users.

Anti-counterfeit Method

The system ensures that data input is from a live person by using naturally occurring physical factors of the eye.

Accuracy

Sandia National Laboratories’ test of a preproduction model had no false accepts, low false rejects, and the
system “performed extremely well.” Sandia has a production system currently in testing. British Telecommu-
nications recently tested the system in various modes and will publish a report in its engineering journal. They
report 100 percent correct performance on over 250,000 IrisCode comparisons. “Iris recognition is a reliable
and robust biometric. Every eye presented was enrolled. There were no false accepts, and every enrolled eye
was successfully recognized.” Other tests have reported a crossover error rate of less than 0.5 percent.

Field History

Units have been fielded for access control and personnel identification at military and government organiza-
tions, banks, telecommunications firms, prisons and jails, educational institutions, manufacturing companies,
and security companies.

Problems Experienced

Because this is a camera-based system, the optical unit must be positioned such that the sun does not shine
directly into the aperture.

Unique System Aspects

The iris of the eye is a stable organ that remains virtually unchanged from one year of age throughout life.
Therefore, once enrolled, a person will always be recognized, absent certain eye injuries or diseases. IriScan
Inc. has the patents worldwide on iris recognition technology.

Signature Dynamics Systems

The signature penstroke speed, direction, and pressure are recorded by small sensors in the pen, stylus, or
writing tablet.

Enrollment Procedure and Time

As directed, the subject signs a normal signature by using the pen, stylus, or sensitive tablet provided. Five
signatures are required. Some systems record three sets of coordinates versus time patterns as the template.
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Templates are encrypted to preclude signature reproduction. A PIN is added using a keypad. Total enrollment
time required is less than two minutes.

Template or File Size

Enrollment signature input is averaged into a 1000- to 1500-byte template.

User Actions Required

The user provides identification through PIN entry on a keypad or cardreader. The signature is then written
using the instrument or tablet provided. Some systems permit the use of a stylus without paper if a copy of
the signature is not required for a record.

System Response Time

Visual and audible annunciation of the verified or not verified decision is annunciated after about one second.
The total throughput time is in the five to ten-second range, depending on the time required to write the
signature.

Anticounterfeit Method

This feature is not applicable for signature dynamics systems.

Accuracy

Data collection is underway at pilot projects and beta test sites. Current signature dynamics biometric systems
have not yet been tested by an independent agency.

Field History

Approximately 100 units are being used in about a dozen systems operated by organizations in the medical,
pharmaceutical, banking, manufacturing, and government fields.

Problems Experienced

Signature dynamics systems, which previously performed well during laboratory and controlled tests, did not
stand up to rigorous operational field use. Initially acceptable accuracy and reliability rates began to deteriorate
after months of system field use. Although definitive failure information is not available, it is believed that the
tiny, super-accurate sensors necessary to measure the minute changes in pen speed, pressure, and direction
did not withstand the rough handling of the public. It is too early to tell whether the current generation of
signature systems has overcome these shortcomings.

Unique System Aspects

Among the various biometric identification systems, bankers and lawyers advocate signature dynamics because
legal documents and financial drafts historically have been validated by signature. Signature dynamics identi-
fication systems are not seen as candidates for access control and other security applications. There are several
companies producing signature dynamics systems.

Information Security Applications

The use of biometric identification systems in support of information security applications falls into two basic
categories: controlling access to hard-copy documents and to rooms where protected information is discussed,
and controlling computer use and access to electronic data.

Access Control

Controlling access to hard-copy documents and to rooms where protected information is discussed can be
accomplished using the systems and technologies previously discussed. This applies also to electronic data tape
and disk repositories.

Computer and Electronic Data Protection

Controlling access to computers, the data they access and use, and the functions they can perform is becoming
more vitally important with each passing day. Because of the ease of electronic access to immense amounts of
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information and funds, losses in these areas have rapidly surpassed losses resulting from physical theft and
fraud. Positive identification of the computer operators who are accessing vital programs and data files and
performing vital functions is becoming imperative as it is the only way to eliminate these losses.

The use of passwords and PINs to control computer boot-up and program and data file call-up is better
than no control at all, but is subject to all the shortcomings previously discussed. Simple, easy-to-remember
codes are easy for the “bad guys” to figure out. Random or obtuse codes are difficult to remember and nearly
always get written down in some convenient and vulnerable place. In addition, and just as important, is that
these controls are only operative at the beginning of the operation or during access to the program or files.

What is needed is a biometric system capable of providing continuing, transparent, and positive identification
of the person sitting at the computer keyboard. This system would interrupt the computer boot-up until the
operator is positively identified as a person authorized to use that computer or terminal. This system would also
prevent the use of controlled programs or data files until the operator is positively identified as a person
authorized for such access. This system would also provide continuing, periodic (e.g., every 30 seconds) positive
identification of the operator as long as these controlled programs or files were in use. If this system did not
verify the presence of the authorized operator during a periodic check, the screen could be cleared of data. If
this system verified the presence of an unauthorized or unidentified operator, the file and program could be
closed.

Obviously, the viability of such a system depends on software with effective firewalls and programmer access
controls to prevent tampering, insertion of unauthorized identification files, or bypasses. However, such
software already exists. Moreover, a biometric identification system replacing the log-on password already
exists. Not yet available is a viable, independently tested, continuing, and transparent operator identification
system.

System Currently Available

Identix’ TouchSafe™ provides verification of enrolled persons who log on or off the computer. It comes with
an IBM-compatible plug-in electronics card and a 5.4 X 2.5 X 3.6-inch fingerprint reader unit with cable. This
unit can be expected to be even more accurate than the normal fingerprint access control systems previously
described because of a more controlled operating environment and limited user list. However, it does not
provide for continuing or transparent identification. Every time that identification is required, the operator
must stop activity and place a finger on the reader.

Systems Being Developed

Only a camera-based system can provide the necessary continuing and transparent identification. With a small
video camera mounted on a top corner of the computer monitor, the system could be programmed to check
operator identity every 30 or 60 seconds. Because the operator can be expected to look at the screen frequently,
a face or iris identification system would be effective without ever interrupting the operator’s work. Such a
system could be set to have a 15-second observation window to acquire an acceptable image and identify the
operator. If the operator did not look toward the screen or was not present during the 15-second window, the
screen would be cleared with a screen saver. The system would remain in the observation mode so that when
the operator returned to the keyboard or looked at the screen and was identified, the screen would be restored.
If the operator at the keyboard was not authorized or was unidentified, the program and files would be saved
and closed.

The first development system that seems to have potential for providing these capabilities is a face recognition
system from Miros Inc. Miros is working on a line of products called TrueFace. At this time, no independent
test data are available concerning the performance and accuracy of Miros’ developing systems. Face recognition
research has been under way for many years, but no successful systems have yet reached the marketplace.
Further, the biometric identification industry has a history of promising developments that have failed to
deliver acceptable results in field use. Conclusions regarding Miros’ developments must wait for performance
and accuracy tests by a recognized independent organization.

IriScan Inc. is in the initial stages of developing an iris recognition system capable of providing the desired
computer or information access control capabilities. IriScan’s demonstrated accuracy gives this development
the potential to be the most accurate information user identification system.
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Summary

The era of fast, accurate, cost-effective biometric identification systems has arrived. Societal activities increas-
ingly threaten individuals’ and organizations’ assets, information, and, sometimes, even their existence. Instant,
positive personal identification is a critically important step in controlling access to and protecting society’s
resources. Effective tools are now available.

There are more than a dozen companies manufacturing and selling significant numbers of biometric
identification systems today. Even more organizations are conducting biometric research and development and
hoping to break into the market or are already selling small numbers of units. Not all biometric systems and
technologies are equally effective in general, nor specifically in meeting all application requirements. Security
managers are advised to be cautious and thorough in researching candidate biometric systems before making
a selection. Independent test results and the reports of current users with similar applications are reccommended.
On-site tests are desirable. Those who are diligent and meticulous in their selection and installation of a
biometric identification system will realize major increases in asset protection levels.
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Single Sign-On
for the Enterprise

Ross A. Leo, CISSP

Corporations everywhere have made the functional shift from the mainframe-centered data processing envi-
ronment to the client/server configuration. With this conversion have come new economies, a greater variety
of operational options, and a new set of challenges. In the mainframe-centric installation, systems management
was often the administrative twin of the computing complex itself: the components of the system were confined
to one area, as were those who performed the administration of the system. In the distributed client/server
arrangement, those who manage the systems are again arranged in a similar fashion. This distributed infra-
structure has complicated operations, even to the extent of making the simple act of logging in more difficult.

Users need access to many different systems and applications to accomplish their work. Getting them set
up to do this simply and easily is frequently time-consuming, requiring coordination between several individ-
uals across multiple systems. In the mainframe environment, switching between these systems and applications
meant returning to a main menu and making a new selection. In the client/server world, this can mean logging
in to an entirely different system. New loginid, new password, and both very likely different than the ones used
for the previous system — the user is inundated with these, and the problem of keeping them un-confused to
prevent failed log-in attempts. It was because of this and related problems that the concept of the Single Sign-
On, or SSO, was born.

Evolution

Given the diversity of computing platforms, operating systems, and access control software (and the many
loginids and passwords that go with them), having the capability to log on to multiple systems once and
simultaneously through a single transaction would seem an answer to a prayer. Such a prayer is one offered
by users and access control administrators everywhere. When the concept arose of a method to accomplish
this, it became clear that integrating it with the different forms of system access control would pose a daunting
challenge with many hurdles.

In the days when applications software ran on a single platform, such as the early days of the mainframe,
there was by default only a single login that users had to perform. Whether the application was batch oriented
or interactive, the user had only a single loginid and password combination to remember. When the time came
for changing passwords, the user could often make up his own. The worst thing to face was the random
password generator software implemented by some companies that served up number/letter combinations.
Even then, there was only one of them.

The next step was the addition of multiple computers of the same type on the same network. While these
machines did not always communicate with each other, the user had to access more than one of them to fulfill
all data requirements. Multiple systems, even of the same type, often had different rules of use. Different groups
within the data processing department often controlled these disparate systems and sometimes completely
separate organizations with the same company. Of course, the user had to have a different loginid and password
for each one, although each system was reachable from the same terminal.
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Then, the so-called “departmental computer” appeared. These smaller, less powerful processors served
specific groups in the company to run unique applications specific to that department. Examples include
materials management, accounting and finance applications, centralized word-processing, and shop-floor
applications. Given the limited needs of these areas, and the fact that they frequently communicated electron-
ically internal to themselves, tying these systems together on the same network was unnecessary. This state of
affairs did not last long.

It soon became obvious that tying these systems together, and allowing them to communicate with each
other over the network would speed up the information flow from one area to another. Instead of having to
wait until the last week of the month to get a report through internal mail, purchasing records could be
reconciled weekly with inventory records for materials received the same week from batched reports sent to
purchasing. This next phase in the process of information flow did not last long either.

As systems became less and less batch oriented and more interactive, and business pressures to record the
movement of goods, services, and money mounted, more rapid access was demanded. Users in one area needed
direct access to information in another. There was just one problem with this scenario — and it was not a
small one.

Computers have nearly always come in predominantly two different flavors: the general-purpose machines
and specific-use machines. Initially called “business processing systems” and “scientific and engineering sys-
tems,” these computers began the divergence from a single protocol and single operating system that continues
today. For a single user to have access to both often required two separate networks because each ran on a
different protocol. This of course meant two different terminals on that user’s desk. That all the systems came
from the same manufacturer was immaterial: the systems could not be combined on the same wire or
workstation.

The next stage in the evolution was to hook in various types of adapters, multiple screen “windowed”
displays, protocol converters, etc. These devices sometimes eliminated the second terminal. Then came the
now-ubiquitous personal computer, or “PC” as it was first called when it was introduced by IBM on August
12, 1981. Within a few short years, adapters appeared that permitted this indispensable device to connect and
display information from nearly every type of larger host computer then in service. Another godsend had hit
the end user!

This evolution has continued to the present day. Most proprietary protocols have gone the way of the woolly
Mammoth, and have resolved down to a precious few, nearly all of them speaking TCP/IP in some form. This
convergence is extremely significant: the basic method of linking all these different computing platforms
together with a common protocol on the same wire exists.

The advent of Microsoft Windows pushed this convergence one very large step further. Just as protocols
had come together, so too the capability of displaying sessions with the different computers was materializing.
With refinement, the graphical user interface (“GUI” — same as gooey) enabled simultaneous displays from
different hosts. Once virtual memory became a reality on the PC, this pushed this envelope further still by
permitting simultaneous active displays and processing.

Users were getting capabilities they had wanted and needed for years. Now impossible tasks with impossible
deadlines were rendered normal, even routine. But despite all the progress that had been made, the real issue
had yet to be addressed. True to form, users were grateful for all the new toys and the ease of use they
promised ... until they woke up and found that none of these innovations fixed the thing they had complained
most and loudest about: multiple loginids and passwords.

So what is single sign-on?

What Single Sign-On Is: The Beginning

Beginning nearly 50 years ago, system designers realized that a method of tracking interaction with computer
systems was needed, and so a form of identification — the loginid — was conceived. Almost simultaneously
with this came the password — that sometimes arcane companion to the loginid that authenticates, or confirms
the identity of, the user. And for most of the past five decades, a single loginid and its associated password was
sufficient to assist the user in gaining access to virtually all the computing power then available, and to all the
applications and systems that user was likely to use. Yes, those were the days... simple, straightforward, and
easy to administer. And now they are all but gone, much like the club moss, the vacuum tube, and MS/DOS
(perhaps).
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Today’s environment is more distributed in terms of both geography and platform. Although some will
dispute, the attributes differentiating one operating system from another are being obscured by both network
access and graphical user interfaces (the ubiquitous GUI). Because not every developer has chosen to offer his
or her particular application on every computing platform (and networks have evolved to the point of being
seemingly oblivious to this diversity), users now have access to a broader range of tools spread across more
platforms, more transparently than at any time in the past. And yet all is not paradise.

Along with this wealth of power and utility comes the same requirement as before: to identify and authen-
ticate the user. But now this must be done across all these various systems and platforms, and (no surprise)
they all have differing mechanisms to accomplish this. The result is that users now have multiple loginids, each
with its own unique password, quite probably governed by its equally unique set of rules. The CISSP knows
that users complain bitterly about this situation, and will often attempt to circumvent it by whatever means
necessary. To avoid this, the CISSP had to find a solution. To facilitate this, and take advantage of a marketing
opportunity, software vendors saw a vital need, and thus the single sign-on (SSO) was conceived to address
these issues.

Exhibit 7.1 shows where SSO was featured in the overall security program when it first appeared. As an
access control method, SSO addressed important needs across multiple platforms (user identification and
authentication). It was frequently regarded as a “user convenience” that was difficult and costly to implement,
and of questionable value in terms of its contribution to the overall information protection and control
structure.

The Essential Problem

In simplest terms, too many loginids and passwords, and a host of other user access administration issues.
With complex management structures requiring a geographically dispersed matrix approach to oversee
employee work, distributed and often very different systems are necessary to meet operational objectives and
reporting requirements.

In the days of largely mainframe-oriented systems, a problem of this sort was virtually nonexistent. Standards
were made and enforcement was not complex. In these days, such conditions carry the same mandate for the
establishment and enforcement of various system standards. Now, however, such conditions, and the systems
arising in them, are of themselves not naturally conducive to this.

As mentioned above, such systems have different built-in systems for tracking user activity. The basic
concepts are similar: audit trail, access control rule sets, Access Control Lists (ACLs), parameters governing
system privilege levels, etc. In the end, it becomes apparent that one set of rules and standards, while sound
in theory, may be exceedingly difficult to implement across all platforms without creating unmanageable
complexity. It is however the “Holy Grail” that enterprise-level user administrators seek.

Traditional IT Security

Firewalls

SSO VPNs
Identification Encryption
Authentication Intrusion Detection
Anti-Virus

O/S Hardening

EXHIBIT 7.1 Single sign-on: in the beginning.
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Intrusion Detection
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Navigation
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EXHIBIT 7.2 The evolution of SSO.

Despite the seeming simplicity of this problem, it represents only the tip of a range of problems associated
with user administration. Such problems exist wherever the controlling access of users to resources is enforced:
local in-house, remote WAN nodes, remote dial-in, and Web-based access.

As compared with Exhibit 7.1, Exhibit 7.2 illustrates how SSO has evolved into a broader scope product
with greater functionality. Once considered merely a “user convenience,” SSO has been more tightly integrated
with other, more traditional security products and capabilities. This evolution has improved SSO’s image
measurably, but has not simplified its implementation.

In addition to the problem mentioned above, the need for this type of capability manifests itself in a variety
of ways, some of which include:

1. As the number of entry points increases (Internet included), there is a need to implement improved
and auditable security controls.

2. The management of large numbers of workstations is dictating that some control be placed over how
they are used to avoid viruses, limit user-introduced problems, minimize help desk resources, etc.

3. As workstations have become electronic assistants, there has likewise arisen a need for end users to be
able to use various workstations along their work path to reach their electronic desktop.

4. The proliferation of applications has made getting to all the information that is required too difficult,
too cumbersome, or too time-consuming, even after passwords are automated.

5. The administration of security needs to move from an application focus to a global focus to improve
compliance with industry guidelines and to increase efficiency.

Mechanisms

The mechanisms used to implement SSO have varied over time. One method uses the Kerberos product to
authenticate users and resources to each other through a “ticketing” system, tickets being the vehicle through
which authorization to systems and resources is granted. Another method has been shells and scripting: primary
authentication to the shell, which then initiated various platform-specific scripts to activate account and
resource access on the target platforms.

For those organizations not wanting to expend the time and effort involved with a Kerberos implementation,
the final solution was likely to be a variation of the shell-and-script approach. This had several drawbacks. It
did not remove the need to set up user accounts individually on each platform. It also did not provide password
synchronization or other management features. Shell-and-scripting was a half-step at best, and although it
simplified user login, that was about the extent of the automation it facilitated. That was “then.”

Today, different configuration approaches and options are available when implementing an SSO platform,
and the drawbacks of the previous attempts have largely been well-addressed. Regardless, from the security
engineering perspective, the design and objectives (i.e., the problem one is trying to solve) for the implemen-
tation plan must be evaluated in a risk analysis, and then mitigated as warranted. In the case of SSO, the
operational concerns should also be evaluated, as discussed below.
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One form of implementation allows one login session, which concludes with the user being actively con-
nected to the full range of their authorized resources until logout. This type of configuration allows for
reauthentication based on time (every ... minutes or hours) or can be event driven (i.e., system boundary
crossing).

One concern with this configuration is resource utilization. This is because a lot of network traffic is
generated during login, directory/ACL accesses are performed, and several application/system sessions are
established. This level of activity will degrade overall system performance substantially, especially if several
users engage their login attempts simultaneously. Prevention of session loss (due to inactivity timeouts) would
likely require an occasional “ping” to prevent this, if the feature itself cannot be deactivated. This too consumes
resources with additional network traffic.

The other major concern with this approach would be that “open sessions” would exist, regardless of whether
the user is active in a given application or not. This might make possible “session stealing” should the data
stream be invaded, penetrated, or rerouted.

Another potential configuration would perform the initial identification/authentication to the network
service, but would not initialize access to a specific system or application until the user explicitly requests it
(i.e., double-click the related desktop icon). This would reduce the network traffic level, and would invoke
new sessions only when requested. The periodic reauthentication would still apply.

What Single Sign-On Provides

SSO products have moved beyond simple end-user authentication and password management to more complex
issues that include addressing the centralized administration of endpoint systems, the administration of end
users through a role-based view that allows large populations of end users to be affected by a single system
administration change (e.g., adding a new application to all office workers), and the monitoring of end users’
usage of sensitive applications.

The next section describes many of the capabilities and features that an ideal single sign-on product might
offer. Some of the items that mention cost refer expressly to the point being made, and not to the software
performing the function. The life-cycle cost of a product such as that discussed here can and does vary widely
from one installation to the next. The extent of such variation is based on many factors, and is well beyond
the scope of this discussion.

A major concern with applying the SSO product to achieve the potential economies is raised when consid-
eration is given to the cost of the product, and comparing it to the cost of how things were done pre-SSO, and
contrasting this with the cost of how things will be done post-SSO, the cost of putting SSO in, and all other
dollars expended in the course of project completion.

By comparing the before-and-after expenditures, the ROI (return on investment) for installing the SSO can
be calculated and used as part of the justification for the project. It is reccommended that this be done using
equivalent formulas, constraints, and investment/ROI objectives the enterprise applies when considering any
project. When the analysis and results are presented (assuming they favor this undertaking), the audience will
have better insight into the soundness of the investment in terms of real costs and real value contribution.
Such insight fosters endorsement, and favors greater acceptance of what will likely be a substantial cost and
lengthy implementation timeline.

Regardless, it is reasonably accurate to say that this technology is neither cheap to acquire nor to maintain.
In addition, as with any problem-solution set, the question must be asked, “Is this problem worth the price
of the solution?” The next section discusses some of the features to assist in making such a decision.

Internal Capability Foundation

Having GUI-based central administration offers the potential for simplified user management, and thus
possibly substantial cost-savings in reduced training, reduced administrative effort, and lower life-cycle cost
for user management. This would have beneath it a logging capability that, based on some DBMS engine and
a set of report generation tools, would enhance and streamline the data reduction process for activity reporting
and forensic analysis derived through the SSO product.

The basic support structure must include direct (standard customary login) and Web-based access. This
would be standard, especially now that the Internet has become so prolific and also since an increasing number
of applications are using some form of Web-enabled/aware interface. This means that the SSO implementation
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would necessarily limit the scope or depth of the login process to make remote access practical, whether direct
dial-up or via the Web.

One aspect of concern is the intrusiveness of the implementation. Intrusiveness is the extent to which the
operating environment must be modified to accommodate the functionality of the product. Another is the
retrofitting of legacy systems and applications. Installation of the SSO product on the various platforms in the
enterprise would generally be done through APIs to minimize the level of custom code.

Not surprisingly, most SSO solutions vendors developed their product with the retrofit of legacy systems
in mind. For example, the Platinum Technologies (now CA) product AutoSecure SSO supported RACFE, ACF2,
and TopSecret — all of which are access control applications born and bred in the legacy systems world. It
also supports Windows NT, Novell, and TCP/IP network-supported systems. Thus, it covers the range from
present day to legacy.

General Characteristics

The right SSO product should provide all the required features and sustain itself in an enterprise production
environment. Products that operate in an open systems distributed computing environment, complete with
parallel network servers, are better positioned to address enterprise needs than more narrow NOS-based SSO
products.

It is obvious then that SSO products must be able to support a fairly broad array of systems, devices, and
interfaces if the promise of this technology is to be realized. Given that, it is clear some environments will
require greater modification than others; that is, the SSO configuration is more complex and modifies the
operating environment to a greater extent. Information derived through the following questions will assist in
pre-implementation analysis:

1. Is the SSO nonintrusive; that is, can it manage access to all applications, without a need to change the
applications in any way?

. Does the SSO product dictate a single common logon and password across all applications?

What workstations are supported by the SSO product?

On what operating systems can SSO network servers operate?

What physical identification technologies are supported (e.g., Secure-ID card)?

. Are dial-up end users supported?

. Is Internet access supported? If so, are authentication and encryption enforced?

. Can the SSO desktop optionally replace the standard desktop to more closely control the usage of
particular workstations (e.g., in the production area)?
9. Can passwords be automatically captured the first time an end user uses an endpoint application under

the SSO product’s control?
10. Can the look of the SSO desktop be replaced with a custom site-specific desktop look?
11. How will the SSO work with the PKI framework already installed?
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End-User Management Facilities

These features and options include the normal suite of functions for account creation, password management,
etc. The performance of end-user identification and authentication is obvious. Password management includes
all the normal features: password aging, histories, and syntax rules. To complete the picture, support for the
wide variety of token-type devices (Secure-ID cards), biometric devices, and the like should be considered,
especially if remote end users are going to be using the SSO product. At the very least, optional modules
providing this support should exist and be available.

Some additional attributes that should be available are:

* Role-based privileges. This functionality makes it possible to administer a limited number of roles that
are in turn shared by a large population of end users. This would not necessarily have any effect on
individual users working outside the authority scope of that role.

+ Desktop control. This allows the native desktop to be replaced by an SSO-managed desktop, thereby
preventing end users from using the workstation in such a way as to create support problems (e.g.,
introducing unauthorized software). This capability is particularly important in areas where worksta-
tions are shared by end users (e.g., production floor).
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+ Application authorization. This ensures that any launched application is registered and cleared by the
SSO product and records are kept of individual application usage.

+ Mobile user support. This capability allows end users to reach their desktop, independent of their
location or the workstation they are using. It should also include configuring the workstation to access
the proper domain server and bringing the individual’s preferences to the workstation before launching
applications.

Application Management Facilities

Application management in the context of SSO refers to the treatment of an application in a manner similar
to how it manages or treats users. As shown in Exhibit 7.2, the evolved state of SSO has moved beyond the
simplistic identification/authentication of users, and now encompasses certain aspects of application manage-
ment. This management capability relates to the appearance of user desktops and navigation through appli-
cation menus and interfaces rather than with the maintenance and upgrading of application functionality.

Context management ensures that when multiple sessions that relate to a common subject are simultaneously
active, each session is automatically updated when another related session changes position (e.g., in a healthcare
setting, the lab and pharmacy sessions must be on the same patient if the clinician is to avoid mixing two
patients’ records when reaching a clinical decision).

Application monitoring is particularly useful when it is desirable to monitor the usage of particular rows
of information in an application that is not programmed to provide that type of information (e.g., access to
particular constituents’ records in a government setting).

Application positioning is a feature that relates to personalized yet centrally controlled desktops. This allows
configuration of an end-user start-up script to open an application (possibly chosen from a set of options) on
initialization, and specify even what screen is loaded.

One other feature that binds applications together is application fusing. This allows applications to operate
in unison such that the end user is only aware of a single session. The view to the end user can range from a
simple automated switching between applications up to and including creating an entirely new view for the
end user.

Endpoint Management Facilities

Endpoint administration is an essential component of an SSO product because, without it, administration is
forced to input the same information twice; once in the SSO and once in the endpoint each time a change is
made to the SSO database. Two methods of input into the endpoint should be supported: (1) API-based agents
to update endpoint systems that support an API, and (2) session animation agents to update endpoint systems
that do not support an API. Services provided by the SSO to accomplish this administrative goal should include:

+ Access control. This is the vehicle used by end users to gain access to applications and, based on each
application’s capabilities, to define to the application the end user’s privileges within it. Both API-based
and session-based applications should be supported.

+ Audit services. These should be made available through an API to endpoint applications that wish to
publish information into the SSO product’s logging system.

+ Session encryption. This feature ensures information is protected from disclosure and tampering as it
moves between applications and end users. This capability should be a requirement in situations where
sensitive applications only offer cleartext facilities.

Mobile Users

The capability for end users to use any available workstation to reach information sources is mandatory
in environments where end users are expected to function in a number of different locations. Such users
would include traveling employees, healthcare providers (mobile nurses, physicians, and technicians), consult-
ants, and sales staff. In the highly mobile workforce of today’s world, it is unlikely that a product not offering
this feature would be successful.

Another possible feature would facilitate workstation sharing; that is, the sharing of the device by multiple
simultaneous users, each one with their own active session separate from all others. This capability would
entail the use of a form of screen swapping so that loginids and passwords would not be shared. When the
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first user finishes his session, rather than log out, he locks the session, a hot-key combination switches to the
next open login screen, and the second user initiates his session, etc.

When investigating the potential needs in this regard, the questions to ask yourself and the vendors of such
products should include:

1. Can a workstation in a common area be shared by many end users (e.g., production floor)?

2. If someone wants to use a workstation already in use by another end user, can the SSO product gracefully
close the existing end user’s applications (including closing open documents) and turn control over to
the new end user?

3. Can end users adjust the organization of their desktop, and if so, does it travel with them, independent
of the workstation they use?

4. Can individual applications preferences travel with the end user to other workstations (e.g., MS Word
preferences)?

5. Can the set of available applications be configured to vary based on the entry point of the end user into
the network?

6. If a Novell end user is logging in at a workstation that is assigned to a different Novell domain, how
does the end user get back to his or her domain?

7. Given that Windows 95 and Windows NT rely on a locally stored password for authentication, what
happens when the end user logs onto another workstation?

8. Is the date and time of the last successful sign-on shown at the time the end user signs on to highlight
unauthorized sign-ons?

9. Is the name of the logged in end user prominently displayed to avoid inadvertent use of workstations
by other end users?

Authentication

Authentication ensures that users are who are who they claim to be. It also ensures that all processes and
transactions are initiated only by authorized end users. User authentication couples the loginid and the
password, providing an identifier for the user, a mechanism for assigning access privileges, and an auditing
“marker” for the system against which to track all activity, such as file accesses, process initiation, and other
actions (e.g., attempted logons). Thus, through the process of authentication, one has the means to control
and track the “who” and the “what”

The SSO products take this process and enable it to be used for additional services that enhance and extend
the applications of the loginid/password combination. Some of these applications provide a convenience for
the user that also improves security: the ability to lock the workstation just before stepping away briefly means
the user is more likely to do it, rather than leave his workstation open for abuse by another. Some are extensions
of audit tools: display of last login attempt, and log entry of all sign-ons. These features are certainly not unique
to SSO, but they extend and enhance its functionality, and thus make it more user friendly.

As part of a Public Key Infrastructure (PKI) installation, the SSO should have the capability to support
digital certificate authentication. Through a variety of methods (token, password input, biometrics possibly),
the SSO supplies a digital certificate for the user that the system then uses as both an authenticator and an
access privilege “license” in a fashion similar to the Kerberos ticket. The vital point here is not how this
functionality is actually performed (that is another lengthy discussion), but that the SSO supports and integrates
with a PKI, and that it uses widely recognized standards in doing so.

It should noted, however, that any SSO product that offers less than the standard suite of features obtainable
through the more common access control programs should rnot be considered. Such a product may be offered
as an alternative to the more richly featured SSO products on the premise that “simpler is better.” Simpler is
not better in this case because it means reduced effectiveness.

To know whether the candidates measure up, an inquiry should be made regarding these aspects:

. Is authentication done at a network server or in the workstation?

. Is authentication done with a proven and accepted standard (e.g., Kerberos)?

. Are all sign-on attempts logged?

. After a site-specified number of failed sign-on attempts, can all future sign-on attempts be uncondi-
tionally rejected?
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5. Is an inactivity timer available to lock or close the desktop when there is a lack of activity for a period
of time?

6. Can the desktop be easily locked or closed when someone leaves a workstation (e.g., depression of single
key)?

7. Is the date and time of the last successful sign-on shown at the time the end user signs on to highlight
unauthorized sign-ons?

Encryption

Encryption ensures that information that flows between the end users and the security server(s) and endpoint
applications they access is not intercepted through spying, line-tapping, or some other method of eavesdrop-
ping. Many SSO products encrypt traffic between the end user and the security server but let cleartext pass
between the end user and the endpoint applications, causing a potential security gap to exist. Some products
by default encrypt all traffic between workstation and server, some do not, and still others provide this feature
as an option that is selectable at installation.

Each installation is different in its environment and requirements. The same holds true when it comes to
risks and vulnerabilities. Points to cover that address this include:

+ Is all traffic between the workstation and the SSO server encrypted?

+ Can the SSO product provide encryption all the way to the endpoint applications (e.g., computer room)
without requiring changes to the endpoint applications?

+ Is the data stream encrypted using an accepted and proven standard algorithm (e.g., DES, Triple DES,
IDEA, AES, or other)?

Access Control

End users should only be presented with the applications they are authorized to access. Activities required to
launch these applications should be carefully evaluated because many SSO products assume that only API-
based endpoint applications can participate, or that the SSO is the owner of a single password that all endpoint
applications must comply with. These activities include automatically inputting and updating application
passwords when they expire.

Exhibit 7.3 shows how the SSO facilitates automatic login and acquisition of all resources to which a user
is authorized. The user logs into the authentication server (centrally positioned on the network). This then
validates the user and his access rights. The server then sends out the validated credentials and activates the
required scripts to log the user in and attach his resources to the initiated session.

Legacy System
Authentication
Server

Departmental System
Web Development
System

EXHIBIT 7.3 Automated login.
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EXHIBIT 7.4 SSO: Web with cookies.

While it is certainly true that automatically generated passwords might make the user’s life easier, current
best practice is to allow users to create and use their own passwords. Along with this should be a rule set
governing the syntax of those passwords; for example, no dictionary words, a combination of numbers and
letters, a mixture of case among the letters, no repetition within a certain number of password generations,
proscribed use of special characters (#, $, &, ?, %, etc.), and other rules. The SSO should support this function
across all intended interfaces to systems and applications.

Exhibit 7.4 shows how the SSO facilitates login over the World Wide Web (WWW) by making use of cookies
— small information packets shipped back and forth over the Web. The user logs into the initial Web server
(1), which then activates an agent that retrieves the user’s credentials from the credentials server (2). This
server is similar in function to a name server or an LDAP server, except that this device provides authorization
and access privileges information specifically. The cookie is then built and stored in the user’s machine (3),
and is used to revalidate the user each time a page transition is made.

This process is similar to verification of application-level privileges inside a DBMS. While moving within
the database system, each time the user accesses a new region or transaction, access privileges must be reverified
to ensure correct authorization. Page transitions on the Web equate to new regions or transactions within the
DBMS.

In this area, the following points should be covered:

1. Can all applications, regardless of platform, be nonintrusively supported (i.e., without changing them,
either extensively or at all)?

2. What types of adapters are available to mechanize the application launching process without having to
adjust the individual applications? Are API-based, OLE-based, DDE-based, scripting-based, and session-
simulation adapters available?

3. Are all application activations and deactivations logged?

4. When application passwords expire, does the SSO product automatically generate new expired one-
time passwords or are users able to select and enter their own choices?

5. When an application is activated, can information be used to navigate to the proper position in the
application (e.g., order entry application is positioned to the order entry screen)?

6. Can the application activation procedure be hidden from the end user, or does the end user have to
see the mechanized process as it progresses?

7. Are inactivity timers available to terminate an application when there is a lack of activity for a period
of time?

Application Control

Application control limits end users’ use of applications in such a way that only particular screens within a
given application are visible, only specific records can be requested, and particular uses of the applications can
be recorded for audit purposes, transparently to the endpoint applications so no changes are needed to the
applications involved.
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As a way in which user navigation is controlled, this is another feature that can assist with enhancing the
overall security posture of an installation. Again, this would be as an adjunct feature — not the key method.
The determination of the usefulness of this capability can be made through the following questions.

1. Can applets be incorporated into the desktop’s presentation space (e.g., list of major accounts)?

2. Can applet information (e.g., particular account) be used to navigate to the proper position within an
application (e.g., list of orders outstanding for a particular customer)?

3. Can each application’s view be adjusted to show only the information that is appropriate for a particular
end user?

4. Can the SSO product log end users™ activities inside applications (e.g., which accounts have been
accessed)?

5. Can application screens be enhanced with new capabilities without having to change the applications
themselves (e.g., additional validation of input as it is captured)?

6. Can the SSO product log attempt to reach areas of applications that go beyond permitted areas (e.g.,
confidential patient information)?

7. Can multiple applications be fused into a single end-user session to eliminate the need for end users
to learn each application?

8. Can applications be automatically coordinated such that end-user movement in one application (e.g.,
billing) automatically repositions subordinate application sessions (e.g., current orders, accounts receiv-
able)?

Administration

The centralized administration capabilities offered by the SSO are — if not the main attraction — the “Holy
Grail” mentioned earlier. The management (creation, modification, deletion) of user accounts and resource
profiles through an SSO product can streamline and simplify this function within an organization or enterprise.
The power of the administration tools is key because the cost of administering a large population of end users
can easily overshadow the cost of the SSO product itself.

The product analysis should take the following attributes into consideration:

1. Does the SSO product allow for the central administration of all endpoint systems? (That is, changes
to the central administration database are automatically reflected in endpoint systems.)

2. Is administration done at an “end-user” or a “role within the enterprise” level? (This is a critical element
because an end-user focus can result in disproportional administration effort.)

3. Does each workstation have to be individually installed? If so, what is the estimated time required?

4. Canend users’roles in the organization be easily changed (to deal with people that perform mixed roles)?

5. Is the desktop automatically adjusted if the end user’s roles are changed, or does the desktop view have
to be adjusted manually?

6. Can an administrator see a list of active end users by application?

Can an administrator access all granted passwords to specific endpoint applications?

8. Does the product gracefully deal with network server failures?

N

Services for Desktop-Aware Applications

In cases where it is possible to modify existing endpoint applications, the ability for them to cooperatively
share responsibilities with the desktop is very attractive. What is required is a published desktop API and
associated services.

The circumstance can and does arise where the end user wants to customize a standard product in the
enterprise suite for his own use in a way that affects only him and does not change the basic application itself.
Such customization may include display formats, scripts, and processes relating to specific tasks the individual
user wants or needs to use in conjunction with the server-supplied application. Through the supplied AP]I, the
user can make the custom changes necessary without impediment, and this allows other users to proceed
without affecting them or their workstations.

In such cases, the user wanting the changes may require specific access and other controls to lock out other
users. An example might be one where the user requiring the changes works on sensitive or restricted infor-
mation, and others in the same area do not, and are not permitted access to such. This then may necessitate
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the use of access controls embedded in the scripts used to change his desktop to meet his additional security
needs.

That being the case, the API should provide the capability to access the SSO, and perform the access/privilege
checking, without the user (the one making the localized changes) having any direct access to the SSO access/
privilege database. This should likewise be true to facilitate the logging of access attempts, transactions, and
data access authorizations to track the use of the local workstation. To determine the existence of this facility
in the SSO, questions should be asked regarding such services, APIs, and related capabilities, such as:

Can desktop-aware applications interrogate end-user permissions managed by the SSO product?

Can desktop-aware applications make use the SSO product’s logging facilities for their own use?

Do API services exist that enable desktop customization?

Do these APIs facilitate this without compromising overall system integrity by providing “back-door”
access to the resident security information database?

W

Reliability and Performance

Given that an SSO product is, by necessity, positioned between the end users and the applications they need
access to get their jobs done, it has a very high visibility within the enterprise and any unexpected reliability
or performance problems can have serious consequences. This issue points directly back at the original business
case made to justify the product.

Concerns with regard to reliability and performance generally focus on the additional layering of one
software upon another (“yet another layer”), the interfaces between the SSO and other access control programs
it touches, the complexity of these interactions, etc. One aspect of concern is the increased latency introduced
by this new layer. The time from power-on to login screen has steadily increased over the years, and the addition
of the SSO may increase it yet again. This can exacerbate user frustration.

The question of reliability arises when considering the interaction between the SSO and the other security
front ends. The complexity of the interfaces, if very great, may lead to increased service problems; the more
complex the code, the more likely failure is to result more frequently. This may manifest itself by passwords
and changes in them losing synchronization, not being reliably passed, or privilege assignment files not being
updated uniformly or rapidly. Such problems as these call into question whether SSO was such a good idea,
even if it truly was. Complex code is costly to maintain, and the SSO is nothing if not complex. Even the best
programming can be rendered ineffective or, worse yet, counterproductive if it is not implemented properly.

An SSO product requires more of this type of attention than most because of its feature-rich complexity.
It is clear that the goal of SSO is access control, and in that regard achieves the same goals of confidentiality,
integrity, and availability as any other access control system does. SSO products are designed to provide more
functionality, but in so doing can adversely affect the environments in which they are installed. If they do, the
impacts will most likely appear against factors of reliability, integrity, and performance; and if large enough,
the impacts will negate the benefits the SSO provides elsewhere.

Requirements

This section presents the contents of a requirements document that the Georgia Area RACF Users Group
(GARUG) put together regarding things it would like to see in an SSO application.

Objectives

The focus of this list is to present a set of functional requirements for the design and development of a trusted
single sign-on and security administration product. It is the intention that this be used by security practitioners
to determine the effectiveness of the security products they may be reviewing.

It contains many requirements that experienced security users feel are very important to the successful
protection of multi-platform systems. It also contains several functional requirements that may not be imme-
diately available at this time. Having said that, the list can be used as a research and development tool because
the requirements are being espoused by experienced, working security practitioners in response to real-world
problems.
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This topic was brought to the forefront by many in the professional security community, and the GARUG
members that prepared this list in response. This is not a cookbook to use in the search for security products.
In many ways, this list is visionary, which is to say that many of the requirements stated here do not exist. But
just because they do not exist now does not deter their inclusion now. As one member noted, “If we don’t ask
for it, we won’t get it.”

Functional Requirements

The following is a listing of the functional requirements of an ideal security product on the market. The list
also includes many features that security practitioners want to see included in future products. The require-
ments are broken down in four major categories: security administration management, identification and
authorization, access control, and data integrity/confidentiality/encryption. Under each category the require-
ments are listed in most critical to least critical order.

Assumptions

There are three general assumptions that follow throughout this document.

1. All loginids are unique; no two loginids can be the same. This prevents two users from having the same
loginid.

2. The vendor should provide the requisite software to provide functionality on all supported platforms.

3. All vendor products are changing. All products will have to work with various unlike platforms.

Security Administration Management

Single Point of Administration

All administration of the product should be done from a single point. This enables an administrator to provide
support for the product from any one platform device.

Ability to Group Users

The product should enable the grouping of like users where possible. These groups should be handled the
same way individual users are handled. This will enable more efficient administration of access authority.

Ability to Enforce Enterprise/Global Security Rules

The product should provide the ability to enforce security rules over the entire enterprise, regardless of platform.
This will ensure consistent security over resources on all protected platforms.

Audit Trail

All changes, modifications, additions, and deletions should be logged. This ensures that all security changes
are recorded for review at a later time.

Ability to Recreate

Information logged by the system should be able to be used to “back out” changes to the security system.
Example: used to recreate deleted resources or users. This enables mass changes to be “backed out” of
production or enables mass additions or changes to be made based on logged information.

Ability to Trace Access

The product should enable the administrator to be able to trace access to systems, regardless of system or
platform.

Scoping and Decentralization of Control

The product should be able to support the creation of spans of control so that administrators can be excluded
from or included in certain security control areas within the overall security setup. This enables an adminis-
trator to decentralize the administration of security functions based on the groups, nodes, domains, and
enterprises over which the decentralized administrator has control.
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Administration for Multiple Platforms

The product should provide for the administration of the product for any of the supported platforms. This
enables the administrator to support the product for any platform of his or her choice.

Synchronization across All Entities

The product should be synchronizing security data across all entities and all platforms. This ensures that all
security decisions are made with up-to-date security information.

Real-Time and Batch Update

All changes should be made online/real-time. The ability to batch changes together is also important to enable
easy loading or changing of large numbers of security resources or users.

Common Control Language across All Platforms

The product should feature a common control language across all serviced platforms so that administrators
do not have to learn and use different commands on different platforms.

One Single Product

The product should be a single product — not a compendium of several associated products. Modularity for
the sake of platform-to-platform compatibility is acceptable and favored.

Flexible Cost

The cost of the product should be reasonable. Several cost scenarios should be considered, such as per seat,
CPU, site licensing, and MIPS pricing. Pricing should include disaster recovery scenarios.

Physical Terminal/Node/Address Control

The product should have the ability to restrict or control access on the basis of a terminal, node, or network
address. This ability will enable users to provide access control by physical location.

Release Independent/Backward Compatible

All releases of the product should be backward compatible or release independent. Features of new releases
should coexist with current features and not require a total reinstallation of the product. This ensures that the
time and effort previously invested in the prior release of the product is not lost when a new release is installed.

Software Release Distribution

New releases of the product should be distributed via the network from a single distribution server of the
administrator’s choice. This enables an administrator to upgrade the product on any platform without phys-
ically moving from platform to platform.

Ability to Do Phased Implementation

The product should support a phased implementation to enable administrators to implement the product on
individual platforms without affecting other platforms. This will enable installation on a platform-by-platform
basis if desired.

Ability to Interface with Application/Database/Network Security

The product should be able to interface with existing application, database, or network security by way of
standard security interfaces. This will ensure that the product will mesh with security products already installed.

SQL Reporting

The product should have the ability to use SQL query and reporting tools to produce security setup reports/
queries. This feature will enable easy access to security information for administrators.

Ability to Create Security Extract Files

The product should have a feature to produce an extract file of the security structure and the logging/violation
records. This enables the administrator to write his or her own reporting systems via SAS or any other language.
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Usage Counter per Application/Node/Domain/Enterprise
The product should include an internal counter to maintain the usage count of each application, domain, or

enterprise. This enables an administrator to determine which applications, nodes, domains, or enterprises are
being used and to what extent they are being used.

Test Facility

The product should include a test facility to enable administrators to test security changes before placing them
into production. This ensures that all security changes are fully tested before being placed into production.

Ability to Tag Enterprise/Domain/Node/Application

The product should be able to add a notation or “tag” an enterprise/domain/node/application in order to
provide the administrator with a way identify the entity. This enables the administrator to denote the tagged
entity and possibly perform extra or nonstandard operations on the entity based on that tag.

Platform Inquiries

The product should support inquiries to the secured platforms regarding the security setup, violations, and
other logged events. This will enable an administrator to inquire on security information without having to
sign on/log on.

Customize in Real-Time

It is important to have a feature that enables the customization of selected features (those features for which
customization is allowed) without reinitializing the product. This feature will ensure that the product is
available for 24-hour, seven-day-a-week processing.

GUI Interface

The product should provide a user interface via a Windows-like user interface. The interface may vary slightly
between platforms (i.e., Windows, OS/2, X-Windows, etc.) but should retain the same functionality. This
facilitates operating consistency and lowers operator and user training requirements.

User-Defined Fields

The product should have a number of user customizable/user-defined fields. This enables a user to provide
for informational needs that are specific to his or her organization.

Identification and Authorization

Support RACF Pass Ticket Technology

The product should support IBM’s RACF Pass Ticket technology, ensuring that the product can reside in an
environment using Pass Ticket technology to provide security identification and authorization.

Support Password Rules (i.e., Aging, Syntax, etc.)
All common password rules should be supported:

+ Use or non-use of passwords

+ Password length rules

+ Password aging rules

+ Password change intervals

+ Password syntax rules

+ Password expiration warning message

+ Save previous passwords

+ Password uniqueness rules

+ Limited number of logons after a password expires
+ Customer-defined rules
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Logging of All Activity Including Origin/Destination/Application/Platform
All activity should be logged, or able to be logged, for all activities. The logging should include the origin of

the logged item or action, the destination, the application involved, and the platform involved. This enables
the administrator to provide a concise map of all activity on the enterprise. The degree of logging should be
controlled by the administrator.

Single Revoke/Resume for All Platforms

The product should support a single revoke or resume of a loginid, regardless of the platform. This ensures
that users can be revoked or resumed with only one command from one source or platform.

Support a Standard Primary loginid Format

The administrator should define all common loginid syntax rules. The product should include features to
translate unlike loginids from different platforms so that they can be serviced. This enables the product to
handle loginids from systems that support different loginid syntax that cannot be supported natively.

Auto Revoke after X Attempts

Users should be revoked from system access after a specified number of invalid attempts. This threshold should
be set by the administrator. This ensures that invalid users are prevented from retrying sign-ons indefinitely.
Capture Point of Origin Information, Including Caller ID/Phone Number for Dial-In Access

The product should be able to capture telephone caller ID (ANI) information if needed. This will provide an
administrator increased information that can be acted upon manually or via an exit to provide increased
security for chosen ports.

Authorization Server Should Be Portable (Multi-platform)

The product should provide for the authentication server to reside on any platform that the product can
control. This provides needed portability if there is a need to move the authentication server to another platform
for any reason.

Single Point of Authorization

All authorizations should be made a single point (i.e., an authentication server). The product should not need
to go to several versions of the product on several platforms to gain the needed access to a resource. This
provides not only a single point of administration for the product, but also reduced network security traffic.

Support User Exits/Options

The product should support the addition of user exits, options, or application programming interfaces (APIs)
that could be attached to the base product at strategically identified points of operation. The points would
include sign-on, sign-off, resource access check, etc. The enables an administrator or essential technical support
personnel to add exit/option code to the package to provide for specific security needs above and beyond the
scope of the package.

Ensure loginid Uniqueness

The product should ensure that all loginids are unique; no two loginids can be the same. This prevents two
users from having the same loginid.

Source Sign-On Support

The product should support sign-ons from a variety of sources. These sources should include LAN/WAN,
workstations, portables (laptops and notebooks), dial-in, and dumb terminals. This would ensure that all
potential login sources are enabled to provide login capability and facilitate support for legacy systems.

Customizable Messages

The product should support the use of customized security messages. The will enable an administrator to
customize messages to fit the needs of his or her organization.
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Access Control

Support Smart Card Tokens
The product should support the use of the common smart card security tokens (i.e., SecureID cards) to enable

their use on any platform. The enables the administrator to provide for increased security measures where
they are needed for access to the systems.

Ability to Support Scripting — Session Manager Menus

The product should support the use of session manager scripting. This enables the use of a session manager
script in those sites and instances where they are needed or required.

Privileges at the Group and System Level

The product should support administration privileges at a group level (based on span of control) or on the
system level. This enables the product to be administered by several administrators without the administrators’
authority overlapping.

Default Protection Unless Specified

The product should provide for the protection of all resources and entities as the default unless the opposite
of protection for only those resources profiled is specified. The enables each organization to determine the
best way to install the product based on is own security needs.

Support Masking/Generics

The product should support security profiles containing generic characters that enable the product to make
security decisions based on groups of resources as opposed to individual security profiles. The enables the
administrator to provide security profiles over many like-named resources with the minimum amount of
administration.

Allow Delegation within Power of Authority

The product should allow an administrator to delegate security administration authority to others at the
discretion of the administrator within his or her span of authority. An administrator would have the ability
to give some of his or her security authority to another administrator for backup purposes.

Data Integrity/Confidentiality/Encryption

No Cleartext Passwords (Net or DB) — Dumb Terminal Exception

At no time should any password be available on the network or in the security database in clear, human-
readable form. The only exception is the use of dumb terminals where the terminal does not support encryption
techniques. This will ensure the integrity of the users’ passwords in all cases with the exception of dumb
terminals.

Option to Have One or Distributed Security DBs

The product should support the option of having a single security database or several distributed security
databases on different platforms. This enables an administrator to use a distributed database on a platform
that may be sensitive to increased activity rather than a single security database. The administrator will control
who can and if they can update distributed databases.

Inactive User Timeout

All users who are inactive for a set period during a session should be timed out and signed off of all sessions.
This ensures that a user who becomes inactive for whatever reason does not compromise the security of the
system by providing an open terminal to a system. This feature should be controlled by the administrator and
have two layers:

1. At the session manager/screen level
2. At the application/platform level
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Inactive User Revoke

All users who have not signed on within a set period should be revoked. This period should be configurable
by the administrator. This will ensure that loginids are not valid if not used within a set period of time.

Ability to Back Up Security DBs to Choice of Platforms/Media

The product should be able to back up its security database to a choice of supported platforms or storage
media. This enables the user to have a variety of destinations available for the security database backup.
Encryption Should Be Commercial Standard (Presently DES)

The encryption used in the product should be standard. That standard is presently DES but could change as
new encryption standards are made. This will ensure that the product will be based on a tested, generally
accepted encryption base.

Integrity of Security DB(s)

The database used by the product to store security information and parameters should be protected from
changes via any source other than the product itself. Generic file edit tools should not be able to view or update
the security database.

Optional Application Data Encryption

The product should provide the optional ability to interface to encrypted application data if the encryption
techniques are provided. This enables the product to interact with encrypted data from existing applications.

Failsoft Ability

The product should have the ability to perform at a degraded degree without access to the security database.
This ability should rely on administrator input on an as-needed basis to enable a user to sign on, access
resources, and sign off. This enables the product to at least work in a degraded mode in an emergency in such
a fashion that security is not compromised.

Conclusion

Single sign-on (SSO) can indeed be the answer to an array of user administration and access control problems.
For the user, it might be a godsend. It is, however, not a straightforward or inexpensive solution. As with other
so-called “enterprise security solutions,” there remain the problems of scalability and phasing-in. There is
generally no half-step to be taken in terms of how such a technology as this is rolled out. It is of course possible
to limit it to a single platform, but that negates the whole point of doing SSO in the first place.

Like all solutions, SSO must have a real problem that it addresses. Initially regarded as a solution looking
for a problem, SSO has broadened its scope to address more than simply the avalanche of loginids and passwords
users seem to acquire in their systems travels. This greater functionality can provide much needed assistance
and control in managing the user, his access rights, and the trail of activity left in his wake. This however
comes at a cost.

Some significant observations made by others regarding SSO became apparent from an informal survey
conducted by this author. The first is that it can be very expensive, based mostly on the scope of the imple-
mentation. The second is that it can be a solution looking for a problem — meaning that it sounds like a
“really neat” technology (which it is) that proffers religion on some. This “religion” tends to be a real cause
for concern in the manager or CIO over the IT function, for reasons that are well-understood. When the first
conjoins with the second, the result is frequently substantial project scope creep — usually a very sad story
with an unhappy ending in the IT world.

The third observation was more subtle, but more interesting. Although several vendors still offer an SSO
product as an add-on, the trend appears to be more toward SSO slowly disappearing as a unique product.
Instead, this capability is being included in platform or enterprise IT management solution software such as
Tivoli (IBM) and Unicenter-TNG (Computer Associates). Given the fact that SSO products support most of
the functions endemic to PKI, the other likelihood in the author’s opinion is that SSO will be subsumed into
the enterprise PKI solution and thus become a “feature” rather than a “product.”

It does seem certain that this technology will continue to mature and improve, and eventually become more
widely used. As more and more experience is gained in implementation endeavors, the files of “lessons learned”
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will grow large with many painful implementation horror stories. Such stories often arise from “bad products
badly constructed.” Just as often, they arise from poorly managed implementation projects. SSO will suffer,
and has, from the same bad rap — partially deserved, partially not. The point here is: do your homework,
select the right tool for the right job, plan your work carefully, and execute thoroughly. It will probably still
be difficult, but one might actually get the results one wants.

In the mystical and arcane practice of information security, many different tools and technologies have
acquired that rarified and undeserved status known as “panacea.” In virtually no case has any one of them
fully lived up to this unreasonable expectation, and the family of products providing the function known as
“single sign-on” is no exception.
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Single Sign-on

Ross Leo

CORPORATIONS EVERYWHERE HAVE MADE THE FUNCTIONAL SHIFT FROM
THE MAINFRAME-CENTERED DATA PROCESSING ENVIRONMENT TO THE
CLIENT/SERVER CONFIGURATION. With this conversion have come new
economies, a greater variety of operational options, and a new set of chal-
lenges. In the mainframe-centric installation, systems management was
often the administrative twin of the computing complex itself: the compo-
nents of the system were confined to one area, as were those who per-
formed the administration of the system. In the distributed client/server
arrangement, those who manage the systems are again arranged in a simi-
lar fashion. This distributed infrastructure has complicated operations,
even to the extent of making the simple act of logging in more difficult.

Users need access to many different systems and applications to accom-
plish their work. Getting them set up to do this simply and easily is fre-
quently time-consuming, requiring coordination between several individu-
als across multiple systems. In the mainframe environment, switching
between these systems and applications meant returning to a main menu
and making a new selection. In the client/server world, this can mean log-
ging in to an entirely different system. New loginid, new password, and
both very likely different than the ones used for the previous system — the
user is inundated with these, and the problem of keeping them un-confused
to prevent failed log-in attempts. It was because of this and related prob-
lems that the concept of the Single Sign-on, or SSO, was born.

EVOLUTION

Given the diversity of computing platforms, operating systems, and
access control software (and the many loginids and passwords that go with
them), having the capability to log on to multiple systems once and simul-
taneously through a single transaction would seem an answer to a prayer.
Such a prayer is one offered by users and access control administrators
everywhere. When the concept arose of a method to accomplish this, it
became clear that integrating it with the different forms of system access
control would pose a daunting challenge with many hurdles.
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In the days when applications software ran on a single platform, such as
the early days of the mainframe, there was by default only a single login
that users had to perform. Whether the application was batch oriented or
interactive, the user had only a single loginid and password combination to
remember. When the time came for changing passwords, the user could
often make up his own. The worst thing to face was the random password
generator software implemented by some companies that served up num-
ber/letter combinations. Even then, there was only one of them.

The next step was the addition of multiple computers of the same type
on the same network. While these machines did not always communicate
with each other, the user had to access more than one of them to fulfill all
data requirements. Multiple systems, even of the same type, often had dif-
ferent rules of use. Different groups within the Data Processing Department
often controlled these disparate systems and sometimes completely sepa-
rate organizations with the same company. Of course, the user had to have
a different loginid and password for each one, although each system was
reachable from the same terminal.

Then, the so-called “departmental computer” appeared. These smaller,
less powerful processors served specific groups in the company to run
unique applications specific to that department. Examples include materi-
als management, accounting and finance applications, centralized word-
processing, and shop-floor applications. Given the limited needs of these
areas, and the fact that they frequently communicated electronically inter-
nal to themselves, tying these systems together on the same network was
unnecessary. This state of affairs did not last long.

It soon became obvious that tying these systems together, and allowing
them to communicate with each other over the network would speed up
the information flow from one area to another. Instead of having to wait
until the last week of the month to get a report through internal mail, pur-
chasing records could be reconciled weekly with inventory records for
materials received the same week from batched reports sent to Purchasing.
This next phase in the process of information flow did not last long either.

As systems became less and less batch oriented and more interactive,
and business pressures to record the movement of goods, services, and
money mounted, more rapid access was demanded. Users in one area
needed direct access to information in another. There was just one prob-
lem with this scenario — and it was not a small one.

Computers have nearly always come in predominantly two different fla-
vors: the general-purpose machines and specific-use machines. Initially
called “business processing systems” and “scientific and engineering sys-
tems”, these computers began the divergence from a single protocol and sin-
gle operating system that continues today. For a single user to have access
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to both often required two separate networks because each ran on a differ-
ent protocol. This of course meant two different terminals on that user’s
desk. That all the systems came from the same manufacturer was immate-
rial: the systems could not be combined on the same wire or workstation.

The next stage in the evolution was to hook in various types of adapters,
multiple screen “windowed” displays, protocol converters, etc. These
devices sometimes eliminated the second terminal. Then came the now-
ubiquitous personal computer, or “PC” as it was first called when it was
introduced by IBM on August 12, 1981. Within a few short years, adapters
appeared that permitted this indispensable device to connect and display
information from nearly every type of larger host computer then in service.
Another godsend had hit the end user!

This evolution has continued to the present day. Most proprietary pro-
tocols have gone the way of the woolly Mammoth, and have resolved down
to a precious few, nearly all of them speaking TCP/IP in some form. This
convergence is extremely significant: the basic method of linking all these
different computing platforms together with a common protocol on the
same wire exists.

The advent of Microsoft Windows pushed this convergence one very
large step further. Just as protocols had come together, so too the capabil-
ity of displaying sessions with the different computers was materializing.
With refinement, the graphical user interface (“GUI” — same as gooey)
enabled simultaneous displays from different hosts. Once virtual memory
became a reality on the PC, this pushed this envelope further still by per-
mitting simultaneous active displays and processing.

Users were getting capabilities they had wanted and needed for years.
Now impossible tasks with impossible deadlines were rendered normal,
even routine. But despite all the progress that had been made, the real
issue had yet to be addressed. True to form, users were grateful for all the
new toys and the ease of use they promised ... until they woke up and
found that none of these innovations fixed the thing they had complained
most and loudest about: multiple loginids and passwords.

So what is single sign-on?

WHAT SINGLE SIGN-ON IS: THE BEGINNING

Beginning nearly 50 years ago, system designers realized that a method of
tracking interaction with computer systems was needed, and so a form of
identification — the loginid — was conceived. Almost simultaneously with
this came the password — that sometimes arcane companion to the loginid
that authenticates, or confirms the identity of, the user. And for most of the
past five decades, a single loginid and its associated password was sufficient
to assist the user in gaining access to virtually all the computing power then
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available, and to all the applications and systems that user was likely to use.
Yes, those were the days... simple, straightforward, and easy to administer.
And now they are all but gone, much like the club moss, the vacuum tube,
and MS/DOS (perhaps).

Today’s environment is more distributed in terms of both geography
and platform. Although some will dispute, the attributes differentiating one
operating system from another are being obscured by both network access
and graphical user interfaces (the ubiquitous GUI). Because not every
developer has chosen to offer his or her particular application on every
computing platform (and networks have evolved to the point of being
seemingly oblivious to this diversity), users now have access to a broader
range of tools spread across more platforms, more transparently than at
any time in the past. And yet all is not paradise.

Along with this wealth of power and utility comes the same requirement
as before: to identify and authenticate the user. But now this must be done
across all these various systems and platforms, and (no surprise) they all
have differing mechanisms to accomplish this. The result is that users now
have multiple loginids, each with its own unique password, quite probably
governed by its equally unique set of rules. The CISSP knows that users
complain bitterly about this situation, and will often attempt to circumvent
it by whatever means necessary. To avoid this, the CISSP had to find a solu-
tion. To facilitate this, and take advantage of a marketing opportunity, soft-
ware vendors saw a vital need, and thus the single sign-on (SSO) was con-
ceived to address these issues.

Exhibit 1-1 shows where SSO was featured in the overall security pro-
gram when it first appeared. As an access control method, SSO addressed
important needs across multiple platforms (user identification and authen-
tication). It was frequently regarded as a “user convenience” that was diffi-
cult and costly to implement, and of questionable value in terms of its con-
tribution to the overall information protection and control structure.

THE ESSENTIAL PROBLEM

In simplest terms, too many loginids and passwords, and a host of other
user access administration issues. With complex management structures
requiring a geographically dispersed matrix approach to oversee
employee work, distributed and often very different systems are necessary
to meet operational objectives and reporting requirements.

In the days of largely mainframe-oriented systems, a problem of this sort
was virtually nonexistent. Standards were made and enforcement was not
complex. In these days, such conditions carry the same mandate for the
establishment and enforcement of various system standards. Now, how-
ever, such conditions, and the systems arising in them, are of themselves
not naturally conducive to this.
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Exhibit 1-1. Single sign-on: in the beginning.

As mentioned above, such systems have different built-in systems for
tracking user activity. The basic concepts are similar: audit trail, access
control rule sets, Access Control Lists (ACLs), parameters governing sys-
tem privilege levels, etc. In the end, it becomes apparent that one set of
rules and standards, while sound in theory, may be exceedingly difficult to
implement across all platforms without creating unmanageable complexity.
It is however the “Holy Grail” that enterprise-level user administrators seek.

Despite the seeming simplicity of this problem, it represents only the tip
of a range of problems associated with user administration. Such problems
exist wherever the controlling access of users to resources is enforced:
local in-house, remote WAN nodes, remote dial-in, and Web-based access.

As compared with Exhibit 1-1, Exhibit 1-2 illustrates how SSO has
evolved into a broader scope product with greater functionality. Once con-
sidered merely a “user convenience,” SSO has been more tightly integrated
with other, more traditional security products and capabilities. This evolu-
tion has improved SSO’s image measurably, but has not simplified its imple-
mentation.

In addition to the problem mentioned above, the need for this type of
capability manifests itself in a variety of ways, some of which include:

1. Asthe number of entry points increases (Internet included), there is
a need to implement improved and auditable security controls.

2. The management of large numbers of workstations is dictating that
some control be placed over how they are used to avoid viruses,
limit user-introduced problems, minimize help desk resources, etc.

3. As workstations have become electronic assistants, there has like-
wise arisen a need for end users to be able to use various worksta-
tions along their work path to reach their electronic desktop.

© 2004 by CRC Press LLC



Total IT Security Program

Traditional
IT Security

Firewalls
VPNs
Encryption
Intrusion Detection
Anti-Virus
Desktop Control o5s H_ardenmg .
Navigation Intrusion Detection
Identification
Authentication

Exhibit 1-2. The evolution of SSO.

4. The proliferation of applications has made getting to all the informa-
tion that is required too difficult, too cumbersome, or too time-con-
suming, even after passwords are automated.

5. The administration of security needs to move from an application
focus to a global focus to improve compliance with industry guide-
lines and to increase efficiency.

MECHANISMS

The mechanisms used to implement SSO have varied over time. One
method uses the Kerberos product to authenticate users and resources to
each other through a “ticketing” system; tickets being the vehicle through
which authorization to systems and resources is granted. Another method
has been shells and scripting: primary authentication to the shell, which
then initiated various platform-specific scripts to activate account and
resource access on the target platforms.

For those organizations not wanting to expend the time and effort
involved with a Kerberos implementation, the final solution was likely to be
a variation of the shell-and-script approach. This had several drawbacks. It
did not remove the need to set up user accounts individually on each plat-
form. It also did not provide password synchronization or other manage-
ment features. Shell-and-scripting was a half-step at best, and although it
simplified user login, that was about the extent of the automation it facili-
tated. That was “then.”

Today, different configuration approaches and options are available
when implementing an SSO platform, and the drawbacks of the previous
attempts have largely been well-addressed. Regardless, from the security
engineering perspective, the design and objectives (i.e., the problem one is
trying to solve) for the implementation plan must be evaluated in a risk
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analysis, and then mitigated as warranted. In the case of SSO, the opera-
tional concerns should also be evaluated, as discussed below.

One form of implementation allows one login session, which concludes
with the user being actively connected to the full range of their authorized
resources until logout. This type of configuration allows for reauthentica-
tion based on time (every ... minutes or hours) or can be event driven (i.e.,
system boundary crossing).

One concern with this configuration is resource utilization. This is
because a lot of network traffic is generated during login, directory/ACL
accesses are performed, and several application/system sessions are
established. This level of activity will degrade overall system performance
substantially, especially if several users engage their login attempts simul-
taneously. Prevention of session loss (due to inactivity timeouts) would
likely require an occasional “ping” to prevent this, if the feature itself can-
not be deactivated. This too consumes resources with additional network
traffic.

The other major concern with this approach would be that “open ses-
sions” would exist, regardless of whether the user is active in a given appli-
cation or not. This might make possible “session stealing” should the data
stream be invaded, penetrated or rerouted.

Another potential configuration would perform the initial identifica-
tion/authentication to the network service, but would not initialize access
to a specific system or application until the user explicitly requests it (i.e.,
double-click the related desktop icon). This would reduce the network traf-
fic level, and would invoke new sessions only when requested. The peri-
odic reauthentication would still apply.

What Single Sign-on Provides

SSO products have moved beyond simple end-user authentication and
password management to more complex issues that include addressing the
centralized administration of endpoint systems, the administration of end
users through a role-based view that allows large populations of end users
to be affected by a single system administration change (e.g., adding a new
application to all office workers), and the monitoring of end users’ usage of
sensitive applications.

The next section describes many of the capabilities and features that an
ideal single sign-on product might offer. Some of the items that mention
cost refer expressly to the point being made, and not to the software per-
forming the function. The life-cycle cost of a product such as that dis-
cussed here can and does vary widely from one installation to the next. The
extent of such variation is based on many factors, and is well beyond the
scope of this discussion.

© 2004 by CRC Press LLC



A major concern with applying the SSO product to achieve the potential
economies is raised when consideration is given to the cost of the product,
and comparing it to the cost of how things were done pre-SSO, and con-
trasting this with the cost of how things will be done post-SSO, the cost of
putting SSO in, and all other dollars expended in the course of project com-
pletion.

By comparing the before-and-after expenditures, the ROI (return on
investment) for installing the SSO can be calculated and used as part of the
justification for the project. It is recommended that this be done using
equivalent formulas, constraints, and investment/ROI objectives the enter-
prise applies when considering any project. When the analysis and results
are presented (assuming they favor this undertaking), the audience will
have better insight into the soundness of the investment in terms of real
costs and real value contribution. Such insight fosters endorsement, and
favors greater acceptance of what will likely be a substantial cost and
lengthy implementation timeline.

Regardless, it is reasonably accurate to say that this technology is nei-
ther cheap to acquire nor to maintain. In addition, as with any problem-
solution set, the question must be asked, “Is this problem worth the price
of the solution?” The next section discusses some of the features to assist
in making such a decision.

Internal Capability Foundation

Having GUI-based central administration offers the potential for simpli-
fied user management, and thus possibly substantial cost-savings in
reduced training, reduced administrative effort, and lower life-cycle cost
for user management. This would have beneath it a logging capability that,
based on some DBMS engine and a set of report generation tools, would
enhance and streamline the data reduction process for activity reporting
and forensic analysis derived through the SSO product.

The basic support structure must include direct (standard customary
login) and Web-based access. This would be standard, especially now that
the Internet has become so prolific and also since an increasing number of
applications are using some form of Web-enabled/aware interface. This
means that the SSO implementation would necessarily limit the scope or
depth of the login process to make remote access practical, whether direct
dial-up or via the Web.

One aspect of concern is the intrusiveness of the implementation. Intru-
siveness is the extent to which the operating environment must be modi-
fied to accommodate the functionality of the product. Another is the retro-
fitting of legacy systems and applications. Installation of the SSO product
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on the various platforms in the enterprise would generally be done through
APIs to minimize the level of custom code.

Not surprisingly, most SSO solutions vendors developed their product
with the retrofit of legacy systems in mind. For example, the Platinum Tech-
nologies (now CA) product AutoSecure SSO supported RACF, ACF2, and
TopSecret — all of which are access control applications born and bred in
the legacy systems world. It also supports Windows NT, Novell, and TCP/IP
network-supported systems. Thus, it covers the range from present day to
legacy.

General Characteristics

The right SSO product should provide all the required features and sus-
tain itself in an enterprise production environment. Products that operate
in an open systems distributed computing environment, complete with
parallel network servers, are better positioned to address enterprise needs
than more narrow NOS-based SSO products.

It is obvious then that SSO products must be able to support a fairly
broad array of systems, devices, and interfaces if the promise of this tech-
nology is to be realized. Given that, it is clear some environments will
require greater modification than others; that is, the SSO configuration is
more complex and modifies the operating environment to a greater extent.
Information derived through the following questions will assist in pre-
implementation analysis:

1. Is the SSO nonintrusive; that is, can it manage access to all applica-
tions, without a need to change the applications in any way?

2. Does the SSO product dictate a single common logon and password

across all applications?

What workstations are supported by the SSO product?

On what operating systems can SSO network servers operate?

What physical identification technologies are supported (e.g.,

Secure-ID card)?

6. Are dial-up end users supported?

7. Is Internet access supported? If so, are authentication and encryp-
tion enforced?

8. Can the SSO desktop optionally replace the standard desktop to
more closely control the usage of particular workstations (e.g., in
the production area)?

9. Can passwords be automatically captured the first time an end user
uses an endpoint application under the SSO product’s control?

10. Can the look of the SSO desktop be replaced with a custom site-spe-
cific desktop look?
11. How will the SSO work with the PKI framework already installed?

gLk w
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End-User Management Facilities

These features and options include the normal suite of functions for
account creation, password management, etc. The performance of end-
user identification and authentication is obvious. Password management
includes all the normal features: password aging, histories, and syntax
rules. To complete the picture, support for the wide variety of token-type
devices (Secure-ID cards), biometric devices, and the like should be con-
sidered, especially if remote end users are going to be using the SSO prod-
uct. At the very least, optional modules providing this support should exist
and be available.

Some additional attributes that should be available are:

® Role-based privileges: this functionality makes it possible to adminis-
ter a limited number of roles that are in turn shared by a large popula-
tion of end users. This would not necessarily have any effect on indi-
vidual users working outside the authority scope of that role.

e Desktop control: this allows the native desktop to be replaced by an
SSO-managed desktop, thereby preventing end users from using the
workstation in such a way as to create support problems (e.g., intro-
ducing unauthorized software). This capability is particularly impor-
tant in areas where workstations are shared by end users (e.g., pro-
duction floor).

e Application authorization: this ensures that any launched application
is registered and cleared by the SSO product and records are kept of
individual application usage.

* Mobile user support: this capability allows end users to reach their
desktop, independent of their location or the workstation they are
using. It should also include configuring the workstation to access the
proper domain server and bringing the individual’s preferences to the
workstation before launching applications.

Application Management Facilities

Application management in the context of SSO refers to the treatment of
an application in a manner similar to how it manages or treats users. As
shown in Figure 1-2, the evolved state of SSO has moved beyond the sim-
plistic identification/authentication of users, and now encompasses cer-
tain aspects of application management. This management capability
relates to the appearance of user desktops and navigation through applica-
tion menus and interfaces rather than with the maintenance and upgrading
of application functionality.

Context management ensures that when multiple sessions that relate to
a common subject are simultaneously active, each session is automatically
updated when another related session changes position (e.g., in a health-
care setting, the lab and pharmacy sessions must be on the same patient if
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the clinician is to avoid mixing two patients’ records when reaching a clin-
ical decision).

Application monitoring is particularly useful when it is desirable to mon-
itor the usage of particular rows of information in an application that is not
programmed to provide that type of information (e.g., access to particular
constituents’ records in a government setting).

Application positioning is a feature that relates to personalized yet cen-
trally controlled desktops. This allows configuration of an end-user start-
up script to open an application (possibly chosen from a set of options) on
initialization, and specify even what screen is loaded.

One other feature that binds applications together is application fusing.
This allows applications to operate in unison such that the end user is only
aware of a single session. The view to the end user can range from a simple
automated switching between applications up to and including creating an
entirely new view for the end user.

Endpoint Management Facilities

Endpoint administration is an essential component of an SSO product
because, without it, administration is forced to input the same information
twice; once in the SSO and once in the endpoint each time a change is made
to the SSO database. Two methods of input into the endpoint should be
supported: (1) APl-based agents to update endpoint systems that support
an API, and (2) session animation agents to update endpoint systems that
do not support an API. Services provided by the SSO to accomplish this
administrative goal should include:

e Access control: this is the vehicle used by end users to gain access to
applications and, based on each application’s capabilities, to define to
the application the end user’s privileges within it. Both APl-based and
session-based applications should be supported.

¢ Audit services: these should be made available through an API to end-
point applications that wish to publish information into the SSO prod-
uct’s logging system.

e Session encryption: this feature ensures information is protected from
disclosure and tampering as it moves between applications and end
users. This capability should be a requirement in situations where sen-
sitive applications only offer cleartext facilities.

Mobile Users

The capability for end users to use any available workstation to reach
information sources is mandatory in environments where end users are
expected to function in a number of different locations. Such users would
include traveling employees, health care providers (mobile nurses,
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physicians, and technicians), consultants, and sales staff. In the highly
mobile workforce of today’s world, it is unlikely that a product not offering
this feature would be successful.

Another possible feature would facilitate workstation sharing; that is,
the sharing of the device by multiple simultaneous users, each one with
their own active session separate from all others. This capability would
entail the use of a form of screen swapping so that loginids and passwords
would not be shared. When the first user finishes his session, rather than
logout, he locks the session, a hot-key combination switches to the next
open login screen, and the second user initiates his session, etc.

When investigating the potential needs in this regard, the questions to
ask yourself and the vendors of such products should include:

1. Can a workstation in a common area be shared by many end users
(e.g., production floor)?

2. If someone wants to use a workstation already in use by another end
user, can the SSO product gracefully close the existing end user’s
applications (including closing open documents) and turn control
over to the new end user?

3. Can end users adjust the organization of their desktop, and if so,
does it travel with them, independent of the workstation they use?

4. Can individual applications preferences travel with the end user to
other workstations (e.g., MS Word preferences)?

5. Can the set of available applications be configured to vary based on
the entry point of the end user into the network?

6. If a Novell end user is logging in at a workstation that is assigned to
a different Novell domain, how does the end user get back to his or
her domain?

7. Given that Windows 95 and Windows NT rely on a locally stored
password for authentication, what happens when the end user logs
onto another workstation?

8. Is the date and time of the last successful sign-on shown at the time
the end user signs on to highlight unauthorized sign-ons?

9. Is the name of the logged in end user prominently displayed to avoid
inadvertent use of workstations by other end users?

Authentication

Authentication ensures that users are who are who they claim to be. It
also ensures that all processes and transactions are initiated only by
authorized end users. User authentication couples the loginid and the
password, providing an identifier for the user, a mechanism for assigning
access privileges, and an auditing “marker” for the system against which to
track all activity, such as file accesses, process initiation, and other actions
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(e.g., attempted logons). Thus, through the process of authentication, one
has the means to control and track the “who” and the “what.”

The SSO products take this process and enable it to be used for addi-
tional services that enhance and extend the applications of the log-
inid/password combination. Some of these applications provide a conve-
nience for the user that also improves security: the ability to lock the
workstation just before stepping away briefly means the user is more likely
to do it, rather than leave his workstation open for abuse by another. Some
are extensions of audit tools: display of last login attempt, and log entry of
all sign-ons. These features are certainly not unique to SSO, but they
extend and enhance its functionality, and thus make it more user friendly.

As part of a Public Key Infrastructure (PKI) installation, the SSO should
have the capability to support digital certificate authentication. Through a
variety of methods (token, password input, biometrics possibly), the SSO
supplies a digital certificate for the user that the system then uses as both
an authenticator and an access privilege “license” in a fashion similar to
the Kerberos ticket. The vital point here is not how this functionality is
actually performed (that is another lengthy discussion), but that the SSO
supports and integrates with a PKI, and that it uses widely recognized stan-
dards in doing so.

It should noted, however, that any SSO product that offers less than the
standard suite of features obtainable through the more common access
control programs should not be considered. Such a product may be offered
as an alternative to the more richly featured SSO products on the premise
that “simpler is better.” Simpler is not better in this case because it means
reduced effectiveness.

To know whether the candidates measure up, an inquiry should be made
regarding these aspects:

1. Is authentication done at a network server or in the workstation?

2. Is authentication done with a proven and accepted standard (e.g.,
Kerberos)?

3. Are all sign-on attempts logged?

4. After a site-specified number of failed sign-on attempts, can all
future sign-on attempts be unconditionally rejected?

5. Is an inactivity timer available to lock or close the desktop when
there is a lack of activity for a period of time?

6. Can the desktop be easily locked or closed when someone leaves a
workstation (e.g., depression of single key)?

7. Is the date and time of the last successful sign-on shown at the time
the end user signs on to highlight unauthorized sign-ons?
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Encryption

Encryption ensures that information that flows between the end users
and the security server(s) and endpoint applications they access is not
intercepted through spying, line-tapping, or some other method of eaves-
dropping. Many SSO products encrypt traffic between the end user and the
security server but let cleartext pass between the end user and the end-
point applications, causing a potential security gap to exist. Some products
by default encrypt all traffic between workstation and server, some do not,
and still others provide this feature as an option that is selectable at instal-
lation.

Each installation is different in its environment and requirements. The
same holds true when it comes to risks and vulnerabilities. Points to cover
that address this include:

¢ [s all traffic between the workstation and the SSO server encrypted?

¢ Can the SSO product provide encryption all the way to the endpoint
applications (e.g., computer room) without requiring changes to the
endpoint applications?

¢ [s the data stream encrypted using an accepted and proven standard
algorithm (e.g., DES, Triple DES, IDEA, AES, or other)?

Access Control

End users should only be presented with the applications they are
authorized to access. Activities required to launch these applications
should be carefully evaluated because many SSO products assume that
only API-based endpoint applications can participate, or that the SSO is the
owner of a single password that all endpoint applications must comply
with. These activities include automatically inputting and updating appli-
cation passwords when they expire.

Exhibit 1-3 shows how the SSO facilitates automatic login and acquisi-
tion of all resources to which a user is authorized. The user logs into the
authentication server (centrally positioned on the network). This then val-
idates the user and his access rights. The server then sends out the vali-
dated credentials and activates the required scripts to log the user in and
attach his resources to the initiated session.

While it is certainly true that automatically generated passwords might
make the user’s life easier, current best practice is to allow users to create
and use their own passwords. Along with this should be a rule set govern-
ing the syntax of those passwords; for example, no dictionary words, a
combination of numbers and letters, a mixture of case among the letters,
no repetition within a certain number of password generations, proscribed
use of special characters (#, $, &, ?, %, etc.), and other rules. The SSO

© 2004 by CRC Press LLC



Legacy System
Authentication
Server

Departmental System
Web Development
System

Exhibit 1-3. Automated login.

should support this function across all intended interfaces to systems and
applications.

Exhibit 1-4 shows how the SSO facilitates login over the World Wide Web
(WWW) by making use of cookies — small information packets shipped
back and forth over the Web. The user logs into the initial Web server (1),
which then activates an agent that retrieves the user’s credentials from the
credentials server (2). This server is similar in function to a name server or
an LDAP server, except that this device provides authorization and access
privileges information specifically. The cookie is then built and stored in
the user’s machine (3), and is used to revalidate the user each time a page
transition is made.

2. Agent gets 1. User logs into 4. Cookie
Credentials from Web Server revalidates
Credentials Server ' User
| ] !
> —
Credentials Web Server A User Web Server
Server 3. Cookie
built/stored
in User's
Machine

Exhibit 1-4. SSO: Web with cookies.
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This process is similar to verification of application-level privileges
inside a DBMS. While moving within the database system, each time the
user accesses a new region or transaction, access privileges must be rever-
ified to ensure correct authorization. Page transitions on the Web equate to
new regions or transactions within the DBMS.

In this area, the following points should be covered:

1. Can all applications, regardless of platform, be nonintrusively sup-
ported (i.e., without changing them, either extensively or at all)?

2. What types of adapters are available to mechanize the application

launching process without having to adjust the individual applica-

tions? Are APIl-based, OLE-based, DDE-based, scripting-based, and
session-simulation adapters available?

Are all application activations and deactivations logged?

When application passwords expire, does the SSO product automat-

ically generate new expired one-time passwords or are users able to

select and enter their own choices?

5. When an application is activated, can information be used to navi-
gate to the proper position in the application (e.g., order entry appli-
cation is positioned to the order entry screen)?

6. Can the application activation procedure be hidden from the end
user or does the end user have to see the mechanized process as it
progresses?

7. Are inactivity timers available to terminate an application when
there is a lack of activity for a period of time?

B w

Application Control

Application control limits end users’ use of applications in such a way
that only particular screens within a given application are visible, only spe-
cific records can be requested, and particular uses of the applications can
be recorded for audit purposes, transparently to the endpoint applications
so no changes are needed to the applications involved.

As a way in which user navigation is controlled, this is another feature
that can assist with enhancing the overall security posture of an installa-
tion. Again, this would be as an adjunct feature — not the key method. The
determination of the usefulness of this capability can be made through the
following questions.

1. Can applets be incorporated into the desktop’s presentation space
(e.g., list of major accounts)?

2. Can applet information (e.g., particular account) be used to navigate
to the proper position within an application (e.g., list of orders out-
standing for a particular customer)?
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3. Can each application’s view be adjusted to show only the informa-
tion that is appropriate for a particular end user?

4. Can the SSO product log end users’ activities inside applications
(e.g., which accounts have been accessed)?

5. Can application screens be enhanced with new capabilities without
having to change the applications themselves (e.g., additional vali-
dation of input as it is captured)?

6. Can the SSO product log attempt to reach areas of applications that
go beyond permitted areas (e.g., confidential patient information)?

7. Can multiple applications be fused into a single end-user session to
eliminate the need for end users to learn each application?

8. Can applications be automatically coordinated such that end-user
movement in one application (e.g., billing) automatically repositions
subordinate application sessions (e.g., current orders, accounts
receivable)?

Administration

The centralized administration capabilities offered by the SSO are — if
not the main attraction — the “Holy Grail” mentioned earlier. The manage-
ment (creation, modification, deletion) of user accounts and resource pro-
files through an SSO product can streamline and simplify this function
within an organization or enterprise. The power of the administration tools
is key because the cost of administering a large population of end users can
easily overshadow the cost of the SSO product itself.

The product analysis should take the following attributes into consider-
ation:

1. Does the SSO product allow for the central administration of all end-
point systems? (That is, changes to the central administration data-
base are automatically reflected in endpoint systems.)

2. Is administration done at an “end-user” or a “role within the enter-
prise” level? (This is a critical element because an end-user focus
can result in disproportional administration effort.)

3. Does each workstation have to be individually installed? If so, what
is the estimated time required?

4. Can end users’ roles in the organization be easily changed (to deal
with people that perform mixed roles)?

5. Is the desktop automatically adjusted if the end user’s roles are
changed, or does the desktop view have to be adjusted manually?

6. Can an administrator see a list of active end users by application?

7. Can an administrator access all granted passwords to specific end-
point applications?

8. Does the product gracefully deal with network server failures?
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Services for Desktop-Aware Applications

In cases where it is possible to modify existing endpoint applications,
the ability for them to cooperatively share responsibilities with the desk-
top is very attractive. What is required is a published desktop APl and asso-
ciated services.

The circumstance can and does arise where the end user wants to cus-
tomize a standard product in the enterprise suite for his own use in a way
that affects only him and does not change the basic application itself. Such
customization may include display formats, scripts, and processes relating
to specific tasks the individual user wants or needs to use in conjunction
with the server-supplied application. Through the supplied API, the user
can make the custom changes necessary without impediment, and this
allows other users to proceed without affecting them or their workstations.

In such cases, the user wanting the changes may require specific access
and other controls to lock out other users. An example might be one where
the user requiring the changes works on sensitive or restricted information,
and others in the same area do not, and are not permitted access to such.
This then may necessitate the use of access controls embedded in the
scripts used to change his desktop to meet his additional security needs.

That being the case, the API should provide the capability to access the
SSO, and perform the access/privilege checking, without the user (the one
making the localized changes) having any direct access to the SSO
access/privilege database. This should likewise be true to facilitate the log-
ging of access attempts, transactions, and data access authorizations to
track the use of the local workstation. To determine the existence of this
facility in the SSO, questions should be asked regarding such services,
APIs, and related capabilities, such as

1. Can desktop-aware applications interrogate end-user permissions
managed by the SSO product?

2. Can desktop-aware applications make use the SSO product’s logging
facilities for their own use?

3. Do API services exist that enable desktop customization?

4. Do these APIs facilitate this without compromising overall system
integrity by providing “back-door” access to the resident security
information database?

Reliability and Performance

Given that an SSO product is, by necessity, positioned between the end
users and the applications they need access to get their jobs done, it has a
very high visibility within the enterprise and any unexpected reliability or
performance problems can have serious consequences. This issue points
directly back at the original business case made to justify the product.

© 2004 by CRC Press LLC



Concerns with regard to reliability and performance generally focus on
the additional layering of one software upon another (“yet another layer”),
the interfaces between the SSO and other access control programs it
touches, the complexity of these interactions, etc. One aspect of concern is
the increased latency introduced by this new layer. The time from power-
on to login screen has steadily increased over the years, and the addition
of the SSO may increase it yet again. This can exacerbate user frustration.

The question of reliability arises when considering the interaction
between the SSO and the other security frontends. The complexity of the
interfaces, if very great, may lead to increased service problems; the more
complex the code, the more likely failure is to result more frequently. This
may manifest itself by passwords and changes in them losing synchroniza-
tion, not being reliably passed, or privilege assignment files not being
updated uniformly or rapidly. Such problems as these call into question
whether SSO was such a good idea, even if it truly was. Complex code is
costly to maintain, and the SSO is nothing if not complex. Even the best pro-
gramming can be rendered ineffective, or worse yet counterproductive, if it
is not implemented properly.

An SSO product requires more of this type of attention than most
because of its feature-rich complexity. It is clear that the goal of the sso is
access control, and in that regard achieves the same goals of confidential-
ity, integrity, and availability as any other access control system does. SSO
products are designed to provide more functionality, but in so doing can
adversely affect the environments in which they are installed. If they do,
the impacts will most likely appear against factors of reliability, integrity,
and performance; and if large enough, the impacts will negate the benefits
the SSO provides elsewhere.

REQUIREMENTS

This section presents the contents of a requirements document that the
Georgia Area RACF Users Group (GARUG) put together regarding things
they would like to see in an SSO application.

Objectives

The focus of this list is to present a set of functional requirements for the
design and development of a trusted single sign-on and security adminis-
tration product. It is the intention that this be used by security practitio-
ners to determine the effectiveness of the security products they may be
reviewing.

It contains many requirements that experienced security users feel are
very important to the successful protection of multi-platform systems. It
also contains several functional requirements that may not be immediately
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available at this time. Having said that, the list can be used as a research
and development tool because the requirements are being espoused by
experienced, working security practitioners in response to real-world
problems.

This topic was brought to the forefront by many in the professional secu-
rity community, and the GARUG members that prepared this list in
response. This is not a cookbook to use in the search for security products.
In many ways, this list is visionary, which is to say that many of the require-
ments stated here do not exist. But just because they do not exist now does
not deter their inclusion now. As one member noted, “If we don’t ask for it,
we won't get it.”

Functional Requirements

The following is a listing of the functional requirements of an ideal secu-
rity product on the market. The list also includes many features that secu-
rity practitioners want to see included in future products. The require-
ments are broken down in four major categories: security administration
management, identification and authorization, access control, and data
integrity/confidentiality/encryption. Under each category the require-
ments are listed in most critical to least critical order.

Assumptions

There are three general assumptions that follow throughout this
document.

1. All loginids are unique; no two loginids can be the same. This pre-
vents two users from having the same loginid.

2. The vendor should provide the requisite software to provide func-
tionality on all supported platforms.

3. All vendor products are changing. All products will have to work
with various unlike platforms.

Security Administration Management

Single Point of Administration. All administration of the product should
be done from a single point. This enables an administrator to provide sup-
port for the product from any one platform device.

Ability to Group Users. The product should enable the grouping of like
users where possible. These groups should be handled the same way indi-
vidual users are handled. This will enable more efficient administration of
access authority.

Ability to Enforce Enterprise/Global Security Rules. The product should
provide the ability to enforce security rules over the entire enterprise,
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regardless of platform. This will ensure consistent security over resources
on all protected platforms.

Audit Trail. All changes, modifications, additions, and deletions should
be logged. This ensures that all security changes are recorded for review at
a later time.

Ability to Recreate. Information logged by the system should be able to
be used to “backout” changes to the security system. Example: used to rec-
reate deleted resources or users. This enables mass changes to be “backed
out” of production or enables mass additions or changes to be made based
on logged information.

Ability to Trace Access. The product should enable the administrator to
be able to traced access to systems, regardless of system or platform.

Scoping and Decentralization of Control. The product should be able to
support the creation of spans of control so that administrators can be
excluded from or included in certain security control areas within the over-
all security setup. This enables an administrator to decentralize the admin-
istration of security functions based on the groups, nodes, domains, and
enterprises over which the decentralized administrator has control.

Administration for Multiple Platforms. The product should provide for
the administration of the product for any of the supported platforms. This
enables the administrator to support the product for any platform of his or
her choice.

Synchronization Across All Entities. The product should be synchroniz-
ing security data across all entities and all platforms. This ensures that all
security decisions are made with up-to-date security information.

Real-Time and Batch Update. All changes should be made online/real-
time. The ability to batch changes together is also important to enable easy
loading or changing of large numbers of security resources or users.

Common Control Language Across All Platforms. The product should
feature a common control language across all serviced platforms so that
administrators do not have to learn and use different commands on differ-
ent platforms.

One Single Product. The product should be a single product — not a
compendium of several associated products. Modularity for the sake of
platform-to-platform compatibility is acceptable and favored.

Flexible Cost. The cost of the product should be reasonable. Several
cost scenarios should be considered, such as per seat, CPU, site licensing,
and MIPS pricing. Pricing should include disaster recovery scenarios.
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Physical Terminal/Node/Address Control. The product should have the
ability to restrict or control access on the basis of a terminal, node, or net-
work address. This ability will enable users to provide access control by
physical location.

Release Independent/Backward Compatible. All releases of the product
should be backward compatible or release independent. Features of new
releases should coexist with current features and not require a total rein-
stallation of the product. This ensures that the time and effort previously
invested in the prior release of the product is not lost when a new release
is installed.

Software Release Distribution. New releases of the product should be
distributed via the network from a single distribution server of the admin-
istrator’s choice. This enables an administrator to upgrade the product on
any platform without physically moving from platform to platform.

Ability to Do Phased Implementation. The product should support a
phased implementation to enable administrators to implement the prod-
uct on individual platforms without affecting other platforms. This will
enable installation on a platform-by-platform basis if desired.

Ability to Interface with Application/Database/Network Security. The
product should be able to interface with existing application, database, or
network security by way of standard security interfaces. This will ensure
that the product will mesh with security products already installed.

SQL Reporting. The product should have the ability to use SQL query
and reporting tools to produce security setup reports/queries. This feature
will enable easy access to security information for administrators.

Ability to Create Security Extract Files. The product should have a fea-
ture to produce an extract file of the security structure and the logging/vio-
lation records. This enables the administrator to write his or her own
reporting systems via SAS or any other language.

Usage Counter per Application/Node/Domain/Enterprise. The product
should include an internal counter to maintain the usage count of each
application, domain, or enterprise. This enables an administrator to deter-
mine which applications, nodes, domains, or enterprises are being used
and to what extent they are being used.

Test Facility. The product should include a test facility to enable admin-
istrators to test security changes before placing them into production. This
ensures that all security changes are fully tested before being placed into
production.
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Ability to Tag Enterprise/Domain/Node/Application. The product should
be able to add a notation or “tag” an enterprise/domain/node/application
in order to provide the administrator with a way identify the entity. This
enables the administrator to denote the tagged entity and possibly per-
form extra or nonstandard operations on the entity based on that tag.

Platform Inquiries. The product should support inquiries to the secured
platforms regarding the security setup, violations, and other logged events.
This will enable an administrator to inquire on security information with-
out having to signon/logon.

Customize in Real-Time. It is important to have a feature that enables the
customization of selected features (those features for which customization
is allowed) without reinitializing the product. This feature will ensure that
the product is available for 24-hour, seven-day-a-week processing.

GUI Interface. The product should provide a user interface via a Win-
dows-like user interface. The interface may vary slightly between plat-
forms (i.e., Windows, OS/2, X-windows, etc.) but should retain the same
functionality. This facilitates operating consistency and lowers operator
and user training requirements.

User Defined Fields. The product should have a number of user custom-
izable/user-defined fields. This enables a user to provide for informational
needs that are specific to his or her organization.

Identification and Authorization

Support RACF Pass Ticket Technology. The product should support
IBM’s RACF Pass Ticket technology, ensuring that the product can reside in
an environment using Pass Ticket technology to provide security identifi-
cation and authorization.

Support Password Rules (i.e. Aging, Syntax, etc.). All common password
rules should be supported:

¢ use or non-use of passwords

¢ password length rules

¢ password aging rules

¢ password change intervals

¢ password syntax rules

¢ password expiration warning message

¢ Save previous passwords

¢ Password uniqueness rules

¢ Limited number of logons after a password expires
¢ Customer-defined rules
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Logging of All Activity Including Origin/Destination/Application/Platform.

All activity should be logged, or able to be logged, for all activities. The
logging should include the origin of the logged item or action, the destina-
tion, the application involved, and the platform involved. This enables the
administrator to provide a concise map of all activity on the enterprise.
The degree of logging should be controlled by the administrator.

Single Revoke/Resume for All Platforms. The product should support a
single revoke or resume of a loginid, regardless of the platform. This
ensures that users can be revoked or resumed with only one command
from one source or platform.

Support a Standard Primary loginid Format. The administrator should
define all common loginid syntax rules. The product should include fea-
tures to translate unlike loginids from different platforms so that they can
be serviced. This enables the product to handle loginids from systems that
support different loginid syntax that cannot be supported natively.

Auto Revoke after X Attempts. Users should be revoked from system
access after a specified number of invalid attempts. This threshold should
set by the administrator. This ensures that invalid users are prevented
from retrying sign-ons indefinitely.

Capture Point of Origin Information, Including Caller ID/Phone Number
for Dial-in Access. The product should be able to capture telephone caller
ID (ANI) information if needed. This will provide an administrator
increased information that can be acted upon manually or via an exit to
provide increased security for chosen ports.

Authorization Server Should be Portable (Multi-platform). The product
should provide for the authentication server to reside on any platform that
the product can control. This provides needed portability if there is a need
to move the authentication server to another platform for any reason.

Single Point of Authorization. All authorizations should be made a single
point (i.e., an authentication server). The product should not need to go to
several versions of the product on several platforms to gain the needed
access to a resource. This provides not only a single point of administra-
tion for the product, but also reduced network security traffic.

Support User Exits/Options. The product should support the addition of
user exits, options, or application programming interfaces (APIs) that
could be attached to the base product at strategically identified points of
operation. The points would include sign-on, sign-off, resource access
check, etc. The enables an administrator or essential technical support
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personnel to add exit/option code to the package to provide for specific
security needs above and beyond the scope of the package.

Insure loginid Uniqueness. The product should ensure that all loginids
are unique; no two loginids can be the same. This prevents two users from
having the same loginid.

Source Sign-on Support. The product should support sign-ons from a
variety of sources. These sources should include LAN/WAN, workstations,
portables (laptops and notebooks), dial-in, and dumb terminals. This
would ensure that all potential login sources are enabled to provide login
capability, and facilitate support for legacy systems.

Customizable Messages. The product should support the use of custom-
ized security messages. The will enable an administrator to customize mes-
sages to fit the needs of his or her organization.

Access Control

Support Smart Card Tokens. The product should support the use of the
common smart card security tokens (i.e., SecurID cards) to enable their
use on any platform. The enables the administrator to provide for
increased security measures where they are needed for access to the
systems.

Ability to Support Scripting — Session Manager Menus. The product should
support the use of session manager scripting. This enables the use of a ses-
sion manager script in those sites and instances where they are needed or
required.

Privileges at the Group and System Level. The product should support
administration privileges at a group level (based on span of control) or on
the system level. This enables the product to be administered by several
administrators without the administrators’ authority overlapping.

Default Protection Unless Specified. The product should provide for the
protection of all resources and entities as the default unless the opposite of
protection for only those resources profiled is specified. The enables each
organization to determine the best way to install the product based on
their own security needs.

Support Masking/Generics. The product should support security pro-
files containing generic characters that enable the product to make security
decisions based on groups of resources as opposed to individual security
profiles. The enables the administrator to provide security profiles over
many like-named resources with the minimum amount of administration.
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Allow Delegation Within Power of Authority. The product should allow
an administrator to delegate security administration authority to others at
the discretion of the administrator within his or her span of authority. An
administrator would have the ability to give some of his or her security
authority to another administrator for backup purposes.

Data Integrity/Confidentiality/Encryption

No Cleartext Passwords (Net or DB) — Dumb Terminal Exception. At no time
should any password be available on the network or in the security database
in clear, human-readable form. The only exception is the use of dumb termi-
nals where the terminal does not support encryption techniques. This will
ensure the integrity of the users’ passwords in all cases with the exception of
dumb terminals.

Option to Have One or Distributed Security DBs. The product should sup-
port the option of having a single security database or several distributed
security databases on different platforms. This enables an administrator to
use a distributed database on a platform that may be sensitive to increased
activity rather than a single security database. The administrator will con-
trol who can and if they can update distributed databases.

Inactive User Time-out. All users who are inactive for a set period during a
session should be timed out and signed off of all sessions. This ensures that
a user who becomes inactive for whatever reason does not compromise the
security of the system by providing an open terminal to a system. This fea-
ture should be controlled by the administrator and have two layers:

¢ at the session manager/screen level
e at the application/platform level

Inactive User Revoke. All users who have not signed on within a set
period should be revoked. This period should be configurable by the
administrator. This will ensure that loginids are not valid if not used within
a set period of time.

Ability to Back Up Security DBs to Choice of Platforms/Media. The product
should be able to back up its security database to a choice of supported
platforms or storage media. This enables the user to have a variety of des-
tinations available for the security database backup.

Encryption Should be Commercial Standard (Presently DES). The encryp-
tion used in the product should be standard. That standard is presently
DES but could change as new encryption standards are made. This will
ensure that the product will be based on a tested, generally accepted
encryption base.
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Integrity of Security DB(s). The database used by the product to store
security information and parameters should be protected from changes via
any source other than the product itself. Generic file edit tools should not
be able to view or update the security database.

Optional Application Data Encryption. The product should provide the
optional ability to interface to encrypted application data if the encryption
techniques are provided. This enables the product to interact with
encrypted data from exiting applications.

Failsoft Ability. The product should have the ability to perform at a
degraded degree without access to the security database. This ability
should rely on administrator input on an as needed basis to enable a user
to sign-on, access resources, and sign-off. This enables the product to at
least work in a degraded mode in an emergency in such a fashion that secu-
rity is not compromised.

CONCLUSION

Single sign-on (SSO) can indeed be the answer to an array of user admin-
istration and access control problems. For the user, it might be a godsend.
It is, however, not a straightforward or inexpensive solution. As with other
so-called “enterprise security solutions,” there remain the problems of
scalability and phasing-in. There is generally no half-step to be taken in
terms of how such a technology as this is rolled out. It is of course possible
to limit it to a single platform, but that negates the whole point of doing SSO
in the first place.

Like all solutions, SSO must have a real problem that it addresses. Ini-
tially regarded as a solution looking for a problem, SSO has broadened its
scope to address more than simply the avalanche of loginids and pass-
words users seem to acquire in their systems travels. This greater function-
ality can provide much needed assistance and control in managing the
user, his access rights, and the trail of activity left in his wake. This how-
ever comes at a cost.

Some significant observations made by others regarding SSO became
apparent from an informal survey conducted by this author. The first is
that it can be very expensive, based mostly on the scope of the implemen-
tation. The second is that it can be a solution looking for a problem; mean-
ing that it sounds like a “really neat” technology (which it is) that proffers
religion on some. This “religion” tends to be a real cause for concern in the
manager or CIO over the IT function, for reasons that are well-understood.
When the first conjoins with the second, the result is frequently substantial
project scope creep — usually a very sad story with an unhappy ending in
the IT world.
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The third observation was more subtle, but more interesting. Although
several vendors still offer an SSO product as an add-on, the trend appears
to be more toward SSO slowly disappearing as a unique product. Instead,
this capability is being included in platform or enterprise IT management
solution software such as Tivoli (IBM) and Unicenter-TNG (Computer Asso-
ciates). Given the fact that SSO products support most of the functions
endemic to PKI, the other likelihood in the author’s opinion is that SSO will
be subsumed into the enterprise PKI solution, and thus become a “feature”
rather than a “product.”

It does seem certain that this technology will continue to mature and
improve, and eventually become more widely used. As more and more
experience is gained in implementation endeavors, the files of “lessons
learned” will grow large with many painful implementation horror stories.
Such stories often arise from “bad products badly constructed.” Just as
often, they arise from poorly managed implementation projects. SSO will
suffer, and has, from the same bad rap — partially deserved, partially not.
The point here is: do your homework, select the right tool for the right job,
plan your work carefully, and execute thoroughly. It will probably still be
difficult, but one might actually get the results one wants.

In the mystical and arcane practice of Information Security, many differ-
ent tools and technologies have acquired that rarified and undeserved sta-
tus known as “panacea.” In virtually no case has any one of these fully lived
up to this unreasonable expectation, and the family of products providing
the function known as “single sign-on” is no exception.

© 2004 by CRC Press LLC



Relational Data Base
Access Controls

Using SQL

Ravi S. Sandhu

This chapter discusses access controls in relational data base manage-
ment systems. Access controls have been built into relational systems
since they first emerged. Over the years, standards have developed and are
continuing to evolve. In recent years, products incorporating mandatory
controls for multilevel security have also started to appear.

The chapter begins with a review of the relational data model and SQL
language. Traditional discretionary access controls provided in various dia-
lects of SQL are then discussed. Limitations of these controls and the need
for mandatory access controls are illustrated, and three architectures for
building multilevel data bases are presented. The chapter concludes with a
brief discussion of role-based access control as an emerging technique for
providing better control than do traditional discretionary access controls,
without the extreme rigidity of traditional mandatory access controls.

RELATIONAL DATA BASES

Arelational data base stores data in relations that are expected to satisfy
some simple mathematical properties. Roughly speaking, a relation can be
thought of as a table. The columns of the table are called attributes, and the
rows are called tuples. There is no significance to the order of the columns
or rows; however, duplicate rows with identical values for all columns are
not allowed.

Relation schemes must be distinguished from relation instances. The
relation scheme gives the names of attributes as well as their permissible
values. The set of permissible values for an attribute is said to be the
attribute’s domain. The relation instance gives the tuples of the relation at
a given instant.
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For example, the following is a relation scheme for the EMPLOYEE relation:
EMPLOYEE (NAME, DEPT, RANK, OFFICE, SALARY, SUPERVISOR)

The domain of the NAME, DEPT, RANK, OFFICE, and SUPERVISOR
attributes are character strings, and the domain of the SALARY attribute is
integers. A particular instance of the EMPLOYEE relation, reflecting the
employees who are currently employed, is as follows:

NAME DEPT RANK OFFICE SALARY SUPERVISOR
Rao Electrical Engineering  Professor KH252 50,000 Jones
Kaplan Computer Science Researcher ST125 35,000 Brown
Brown Computer Science Professor ST257 55,000 Black
Jones Electrical Engineering  Chair KH143 45,000 Black

Black Administration Dean ST101 60,000 NULL

The relation instance of EMPLOYEE changes with the arrival of new
employees, changes to data for existing employees, and with their depar-
ture. The relation scheme, however, remains fixed. The NULL value in place
of Black’s supervisor signifies that Black’s supervisor has not been defined.

Primary Key

A candidate key for a relation is a minimal set of attributes on which all
other attributes depend functionally. In other words, two tuples may not
have the same values of the candidate key in a relation instance. A candi-
date key is minimal — no attribute can be discarded without destroying
this property. A candidate key always exists, because, in the extreme case,
it consists of all the attributes.

In general, there can be more than one candidate key for a relation. If, for
example in the EMPLOYEE previously described, duplicate names can
never occur, NAME is a candidate key. If there are no shared offices, OFFICE
is another candidate key. In the particular relation instance above there are
no duplicate salary values. This, however, does not mean that salary is a
candidate key. Identification of the candidate key is a property of the rela-
tion scheme and applies to every possible instance, not merely to the one
that happens to exist at a given moment. SALARY would qualify as a candi-
date key only in the unlikely event that the organization forbids duplicate
salaries.

The primary key of a relation is one of its candidate keys that has been
designated as such. In the previous example, NAME is probably more
appropriate than OFFICE as the primary key. Realistically, a truly unique
identifier, such as social security number or employee identity number,
rather than NAME should be used as the primary key.
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Entity and Referential Integrity

The primary key uniquely identifies a specific tuple from a relation
instance. It also links relations together. The relational model incorporates
two application-independent integrity rules called entity integrity and ref-
erential integrity to ensure these purposes are properly served.

Entity integrity simply requires that no tuple in a relation instance can
have NULL (i.e., undefined) values for any of the primary key attributes.
This property guarantees that the value of the primary key can uniquely
identify each tuple.

Referential integrity involves references from one relation to another.
This property can be understood in context of the EMPLOYEE relation by
assuming that there is a second relation with the scheme:

DEPARTMENT (DEPT, LOCATION, PHONE NUMBER)

DEPT is the primary key of DEPARTMENT. The DEPT attribute of the
EMPLOYEE relation is said to be a foreign key from the EMPLOYEE relation
to the DEPARTMENT relation. In general, a foreign key is an attribute, or set
of attributes, in one relation R;, whose values must match those of the pri-
mary key of a tuple in some other relation R,. R, and R, need not be distinct.
In fact, because supervisors are employees, the SUPERVISOR attribute in
EMPLOYEE is a foreign key with R, = R, = EMPLOYEE.

Referential integrity stipulates that if a foreign key FK of relation R, is the
primary key PK of R,, then for every tuple in R, the value of FK must either
be NULL or equal to the value of PK of a tuple in R,. Referential integrity
requires the following in the EMPLOYEE example:

¢ Because of the DEPT foreign key, there should be tuples for the Elec-
trical Engineering, Computer Science and Administration depart-
ments in the DEPARTMENT relation.

¢ Because of the SUPERVISOR foreign key, there should be tuples for
Jones, Brown and Black in the EMPLOYEE relation.

The purpose of referential integrity is to prevent employees from being
assigned to departments or supervisors who do not exist in the data base,
though it is all right for employee Black to have a NULL supervisor or for an
employee to have a NULL department.

SQL

Every data base management system (DBMS) needs a language for defin-
ing, storing, retrieving, and manipulating data. SQL is the de facto standard
in relational DBMSs. SQL emerged from several projects at the IBM San Jose
(now called Almaden) Research Center in the mid-1970s. Its official name
now is Data Base Language SQL.
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An official standard for SQL has been approved by the American
National Standards Institute (ANSI) and accepted by the International Stan-
dards Organization (ISO) and the National Institute of Standards and Tech-
nology as a Federal Information Processing Standard. The standard has
evolved and continues to do so. The base standard is generally known as
SQL’'89 and refers to the 1989 ANSI standard. SQL'92 is an enhancement of
SQL’89 and refers to the 1992 ANSI standard. A third version SQL, com-
monly known as SQL3, is being developed under the ANSI and ISO aegis.

Although most relational DBMSs support some dialect of SQL, SQL com-
pliance does not guarantee portability of a data base from one DBMS to
another. This is true because DBMS vendors typically include enhance-
ments not required by the SQL standard but not prohibited by it either.
Most products are also not completely compliant with the standard.

The following sections provide a brief explanation of SQL. Unless other-
wise noted, the version discussed is SQL’'89.
The CREATE Statement

The relation scheme for the EMPLOYEE example, is defined in SQL by
the following command:

CREATE  TABLE EMPLOYEE
(NAME CHARACTER NOT NULL,
DEPT CHARACTER,
RANK CHARACTER,
OFFICE CHARACTER,
SALARY INTEGER,

SUPERVISOR  CHARACTER,

PRIMARY KEY  (NAME),

FOREIGNKEY  (DEPT) REFERENCES DEPARTMENT,
FOREIGNKEY  (SUPERVISOR) REFERENCES EMPLOYEE)

This statement creates a table called EMPLOYEE with six columns. The
NAME, DEPT, RANK, OFFICE, and SUPERVISOR columns have character
strings (of unspecified length) as values, whereas the SALARY column has
integer values. NAME is the primary key. DEPT is a foreign key that refer-
ences the primary key of table DEPARTMENT. SUPERVISOR is a foreign key
that references the primary key (i.e., NAME) of the EMPLOYEE table itself.

INSERT and DELETE Statements

The EMPLOYEE table is initially empty. Tuples are inserted into it by
means of the SQL INSERT statement. For example, the last tuple of the rela-
tion instance previously discussed is inserted by the following statement:

INSERT
INTO EMPLOYEE(NAME, DEPT, RANK, OFFICE, SALARY, SUPERVISOR)
VALUES  VALUES(‘Black’, ‘Administration’, ‘Dean’, ‘ST101’, 60000, NULL)
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The remaining tuples can be similarly inserted. Insertion of the tuples for
Brown and Jones must respectively precede insertion of the tuples for
Kaplan and Rao, so as to maintain referential integrity. Alternatively, these
tuples can be inserted in any order with NULL managers that are later
updated to their actual values. There is a DELETE statement to delete
tuples from a relation.

The SELECT Statement

Retrieval of data is effected in SQL by the SELECT statement. For exam-
ple, the NAME, SALARY, and SUPERVISOR data for employees in the com-
puter science department is extracted as follows:

SELECT  NAME, SALARY, SUPERVISOR
FROM EMPLOYEE
WHERE  DEPT = ‘Computer Science’

This query applied to instance of EMPLOYEE previously given returns the
following data:

NAME SALARY  SUPERVISOR
Kaplan 35,000 Brown
Brown 55,000 Black

The WHERE clause in a SELECT statement is optional. SQL also allows
the retrieved records to be grouped together for statistical computations
by means of built-in statistical functions. For example, the following query
gives the average salary for employees in each department:

SELECT DEPT, AVG(SALARY)
FROM EMPLOYEE
GROUP BY DEPT

Data from two or more relations can be retrieved and linked together in
a SELECT statement. For example, the location of employees can be
retrieved by linking the data in EMPLOYEE with that in DEPARTMENT, as
follows:

SELECT  NAME, LOCATION
FROM EMPLOYEE, DEPARTMENT
WHERE  EMPLOYEE.DEPT = DEPARTMENT.DEPT

This query attempts to match every tuple in EMPLOYEE with every tuple
in DEPARTMENT but selects only those pairs for which the DEPT attribute
in the EMPLOYEE tuple matches the DEPT attribute in the DEPARTMENT
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tuple. Because DEPT is a common attribute to both relations, every use of
it is explicitly identified as occurring with respect to one of the two rela-
tions. Queries involving two relations in this manner are known as joins.

The UPDATE Statement

Finally, the UPDATE statement allows one or more attributes of existing
tuples in a relation to be modified. For example, the following statement
gives all employees in the Computer Science department a raise of $1000:

UPDATE EMPLOYEE
SET SALARY = SALARY + 1000
WHERE  DEPT = ‘Computer Science’

This statement selects those tuples in EMPLOYEE that have the value of
Computer Science for the DEPT attribute. It then increases the value of the
SALARY attribute for all these tuples by $1000 each.

BASE RELATIONS AND VIEWS

The concept of a view has an important security application in relational
systems. A view is a virtual relation derived by an SQL definition from base
relations and other views. The data base stores the view definitions and
materializes the view as needed. In contrast, a base relation is actually
stored in the data base.

For example, the EMPLOYEE relation previously discussed is a base relation.
The following SQL statement defines a view called COMPUTER_SCI_DEPT:

CREATE  VIEW COMPUTER_SCI_DEPT

AS SELECT  NAME, SALARY, SUPERVISOR
FROM EMPLOYEE
WHERE  DEPT = ‘Computer Science’

This defines the virtual relation as follows:

NAME SALARY SUPERVISOR

Kaplan 35,000 Brown
Brown 55,000 Black

A user who has permission to access COMPUTER_SCI_DEPT is thereby
restricted to retrieving information about employees in the computer sci-
ence department. The dynamic aspect of views can be illustrated by an
example in which a new employee, Turing, is inserted in base relation
EMPLOYEE, modifying it as follows:
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NAME DEPT RANK OFFICE SALARY SUPERVISOR

Rao Electrical Engineering  Professor KH252 50,000 Jones
Kaplan = Computer Science Researcher ST125 35,000 Brown
Brown Computer Science Professor ST257 55,000 Black
Jones Electrical Engineering  Chairman KH143 45,000 Black
Black Administration Dean ST101 60,000 NULL
Turing Computer Science Genius ST444 95,000 Black

The view COMPUTER_SCI_DEPT is automatically modified to include Tur-
ing, as follows:

NAME SALARY SUPERVISOR

Kaplan 35,000 Brown
Brown 55,000 Black
Turing 95,000 Black

In general, views can be defined in terms of other base relations and views.

Views can also provide statistical information. For example, the follow-
ing view gives the average salary for each department:

CREATE VIEW AVSAL(DEPT,AVG)
AS SELECT DEPT,AVG(SALARY)
FROM EMPLOYEE

GROUPBY  DEPT

For retrieval purposes, there is no distinction between views and base
relations. Views, therefore, provide a very powerful mechanism for control-
ling what information can be retrieved. When updates are considered,
views and base relations must be treated quite differently. In general, users
cannot directly update views, particularly when they are constructed from
the joining of two or more relations. Instead, the base relations must be
updated, with views thus being updated indirectly. This fact limits the use-
fulness of views for authorizing update operations.

DISCRETIONARY ACCESS CONTROLS

This section describes the discretionary access control (DAC) facilities
included in the SQL standard, though the standard is incomplete and does
not address several important issues. Some of these deficiencies are being
addressed in the evolving standard. Different vendors have also provided
more comprehensive facilities than the standard calls for.

SQL Privileges

The creator of a relation in an SQL data base is its owner and can grant
other users access to that relation. The access privileges or modes rec-
ognized in SQL correspond directly to the CREATE, INSERT, SELECT,
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DELETE, and UPDATE SQL statements discussed previously. In addition,
a REFERENCES privilege controls the establishment of foreign keys to a
relation.

The CREATE Statement

SQL does not require explicit permission for a user to create a relation,
unless the relation is defined to have a foreign key to another relation. In
this case, the user must have the REFERENCES privilege for appropriate
columns of the referenced relation. To create a view, a user must have the
SELECT privilege on every relation mentioned in definition of the view. If a
user has INSERT, DELETE, or UPDATE privileges on these relations, corre-
sponding privileges will be obtained on the view (if it is updatable).

The GRANT Statement

The owner of a relation can grant one or more access privileges to
another user. This can be done with or without the GRANT OPTION. If the
owner grants SELECT with the GRANT OPTION, the user receiving this
grant can further grant SELECT to other users. The latter GRANT can be
done with or without the GRANT OPTION at the granting user’s discretion.

The general format of a grant operation in SQL is as follows:

GRANT  privileges

[ON relation]

TO users

[WITH GRANT OPTION]

The GRANT command applies to base relations as well as to views. The
brackets on the ON and WITH clauses denotes that these are optional and
may not be present in every GRANT command. It is not possible to grant a
user the grant option on a privilege, without allowing the grant option itself
to be further granted.

INSERT, DELETE, and SELECT privileges apply to the entire relation as a
unit. Because INSERT and DELETE are operations on entire rows, this is
appropriate. SELECT, however, implies the ability to select on all columns.
Selection on a subset of the columns can be achieved by defining a suitable
view and granting SELECT on the view. This method is somewhat awkward,
and there have been proposals to allow SELECT to be granted on a subset
of the columns of a relation. In general, the UPDATE privilege applies to a
subset of the columns. For example, a user can be granted the authority to
update the OFFICE but not the SALARY of an EMPLOYEE. SQL’'92 extends
the INSERT privilege to apply to a subset of the columns. Thus, a clerical
user, for example, can insert a tuple for a new employee with the NAME,
DEPARTMENT, and RANK data. The OFFICE, SALARY, and SUPERVISOR
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data can then be updated in this tuple by a suitably authorized supervisory
user.

SQL’'89 has several omissions in its access control facilities. These omis-
sions have been addressed by different vendors in different ways. The fol-
lowing section identifies the major omissions and illustrates how they have
been addressed in products and in the evolving standard.

The REVOKE Statement

One major shortcoming of SQL’89 is the lack of a REVOKE statement to
take away a privilege granted by a GRANT. IBM’s DB2 product provides a
REVOKE statement for this purpose.

It is often necessary that revocation cascade. In a cascading revoke, not
only is the privilege revoked, so too are all GRANTSs based on the revoked
privilege. For example, if user Tom grants Dick SELECT on relation R with
the GRANT OPTION, Dick subsequently grants Harry SELECT on R, and
Tom revokes SELECT on R from Dick, the SELECT on R privilege is taken
away not only from Dick but also from Harry. The precise mechanics of a
cascading revoke is somewhat complicated. If Dick had received the
SELECT on R privilege (with GRANT OPTION) not only from Tom but also
from Jane before Dick granted SELECT to Harry, Tom’s revocation of the
SELECT from R privilege from Dick would not cause either Dick or Tom to
lose this privilege. This is because the GRANT from Jane remains valid.

Cascading revocation is not always desirable. A user’s privileges to a
given table are often revoked because the user’s job functions and respon-
sibilities have changed. For example, if Mary, the head of a department
moves on to a different assignment, her privileges to her former depart-
ment’s data should be revoked. However, a cascading revoke could cause
lots of employees of that department to lose their privileges. These privi-
leges must then be regranted to keep the department functioning.

SQL’92 allows a revocation to be cascading or not cascading, as speci-
fied by the revoker. This is a partial solution to the more general problem
of how to reassign responsibility for managing access to data from one user
to another as their job assignments change.

Other Privileges

Another major shortcoming of SQL'89 is the lack of control over who can
create relations. In SQL'89, every user is authorized to create relations. The
Oracle DBMS requires possession of a RESOURCE privilege to create new
relations. SQL'89 does not include a privilege to DROP a relation. Such a
privilege is included in DB2.

SQL’'89 does not address the issue of how new users are enrolled in a
data base. Several DBMS products take the approach that a data base is
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originally created to have a single user, usually called the DBA (data base
administrator). The DBA essentially has all privileges with respect to this
data base and is responsible for enrolling users and creating relations.
Some systems recognize a special privilege (called DBA in Oracle and
DBADM in DB2) that can be granted to other users at the original DBA’s dis-
cretion and allows these users effectively to act as the DBA.

LIMITATIONS OF DISCRETIONARY CONTROLS

The standard access controls of SQL are said to be discretionary
because the granting of access is under user control. Discretionary con-
trols have a fundamental weakness, however. Even when access to a rela-
tion is strictly controlled, a user with SELECT access can create a copy of
the relation, thereby circumventing these controls. Furthermore, even if
users can be trusted not to engage deliberately in such mischief, programs
infected with Trojan horses can have the same disastrous effect.

For example, in the following GRANT operation:
TOM: GRANT SELECT ON EMPLOYEE TO DICK

Tom has not conferred the GRANT option on Dick. Tom’s intention is that
Dick should not be allowed to further grant SELECT access on EMPLOYEE
to other users. However, this intent is easily subverted as follows. Dick cre-
ates a new relation, COPY-OF-EMPLOYEE, into which he copies all the rows
of EMPLOYEE. As the creator of COPY-OF-EMPLOYEE, Dick can grant any
privileges for it to any user. Dick can therefore grant Harry access to COPY-
OF-EMPLOYEE as follows:

DICK: GRANT SELECT ON COPY-OF-EMPLOYEE TO HARRY

At this point, Harry has access to all the information in the original
EMPLOYEE relation. For all practical purposes, Harry has SELECT access
to EMPLOYEE, so long as Dick keeps COPY-OF-EMPLOYEE reasonably up to
date with respect to EMPLOYEE.

The problem, however, is actually worse than this scenario indicates. It
portrays Dick as a cooperative participant in this process. For example, it
might be assumed that Dick is a trusted confidant of Tom and would not
deliberately subvert Tom'’s intentions regarding the EMPLOYEE relation.
But if Dick were to use a text editor supplied by Harry, which Harry had
programmed to create the COPY-OF-EMPLOYEE relation and execute the
preceding GRANT operation, the situation might be different. Such soft-
ware is said to be a Trojan horse because in addition to the normal func-
tions expected by its user it also engages in surreptitious actions to
subvert security. Thus, a Trojan horse executed by Tom could actually
grant Harry the privilege to SELECT on EMPLOYEE.
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Organizations trying to avoid such scenarios can require that all soft-
ware they run on relational data bases be free of Trojan horses, but this is
generally not considered a practical option. The solution is to impose man-
datory controls that cannot be violated, even by Trojan horses.

MANDATORY ACCESS CONTROLS

Mandatory access controls (MACs) are based on security labels associ-
ated with each data item and each user. A label on a data item is called a
security classification; a label on a user is called security clearance. In a
computer system, every program run by a user inherits the user’s security
clearance.

In general, security labels form a lattice structure. This discussion
assumes the simplest situation, in which there are only two labels — S for
secret and U for unclassified. It is forbidden for S information to flow into U
data items. Two mandatory access controls rules achieve this objective:

1. Simple security property. A U-user cannot read S-data.
2. Star property. A S-user cannot write U-data.

Some important points should be clearly understood in this context.
First, the rules assume that a human being with S clearance can login to the
system as a S-user or a U-user. Otherwise, the star property prevents top
executives from writing publicly readable data. Second, these rules pre-
vent only the overt reading and writing of data. Trojan horses can still leak
secret data by using devious means of communication called covert chan-
nels. Finally, mandatory access controls in relational data bases usually
enforce a strong star property:

e Strong star property. A S-user cannot write U-data, and a U-user cannot
write S-data.

The strong star property limits users to writing at their own level, for
reasons of integrity. The (weak) star property allows a U-user to write S-
data. This can result in overwriting, and therefore destruction, of S-data by
U-users. The remainder of this chapter will assume the strong star property.

Labeling Granularity

Security labels can be assigned to data at different levels of granularity
in relational data bases. Assigning labels to entire relations can be useful
but is generally inconvenient. For example, if some salaries are secret but
others are not, these salaries must be placed in different relations. Assign-
ing labels to an entire column of a relation is similarly inconvenient in the
general case.

The finest granularity of labeling is at the level of individual attributes of
each tuple or row or at the level of individual element-level labeling. This
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offers considerable flexibility. Most of the products emerging offer labeling
at the level of a tuple. Although not so flexible as element-level labeling,
this approach is definitely more convenient than using relation- or column-
level labels. Products in the short term can be expected to offer tuple-level
labeling.

MULTILEVEL DATA BASE ARCHITECTURES

In a multilevel system, users and data with different security labels coex-
ist. Multilevel systems are said to be trusted because they keep data with
different labels separated and ensure the enforcement of the simple secu-
rity and strong star properties. Over the past fifteen years or so, consider-
able research and development has been devoted to the construction of
multilevel data bases. Three viable architectures are emerging:

1. Integrated data architecture (also known as the trusted subject
architecture).

2. Fragmented data architecture (also known as the kernelized archi-
tecture).

3. Replicated data architecture (also known as the distributed archi-
tecture).

The newly emerging relational data base products are basically inte-
grated data architectures. This approach requires considerable modifica-
tion of existing relational DBMSs and can be supported by DBMS vendors
because they own the source code for their DBMSs and can modify it in
new products.

Fragmented and replicated architectures have been demonstrated in
laboratory projects. They promise greater assurance of security than does
the integrated data architecture. Moreover, they can be constructed by
using commercial off-the-shelf DBMSs as components. Therefore, non-
DBMS vendors can build these products by integrating off-the-shelf trusted
operating systems and non-trusted DBMSs.

Integrated Data Architecture

The integrated data architecture is illustrated in Exhibit 1. The bottom
of the Exhibit shows three kinds of data coexisting in the disk storage of the
illustrated systems:

1. U-non-DBMS-data. Unclassified data files are managed directly by the
trusted operating system.

2. S-non-DBMS-data. Secret data files are managed directly by the
trusted operating system.

3. U+S-DBMS-data. Unclassified and secret data are stored in files man-
aged cooperatively by the trusted operating system and the trusted
DBMS.
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Exhibit 1. Integrated Data Architecture

At the top of the diagram on the left hand side a U-user and S-user inter-
act directly with the trusted operating system. The trusted operating sys-
tem allows these users to access only non-DBMS data in this manner. As
according to the simple security and strong star properties, the U-user is
allowed to read and write U-non-DBMS data, while the S-user is allowed to
read U-non-DBMS data and read and write S-non-DBMS data. DBMS data
must be accessed via the DBMS.

The right hand side of the diagram shows a U-user and S-user interacting
with the trusted DBMS. The trusted DBMS enforces the simple security and
strong star properties with respect to the DBMS data. The trusted DBMS
relies on the trusted operating system to ensure that DBMS data cannot be
accessed without intervention by the trusted DBMS.
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Exhibit 2. Fragmented Data Architecture

Fragmented Data Architecture

The fragmented data architecture is shown in Exhibit 2. In this architec-
ture, only the operating system is multilevel and trusted. The DBMS is
untrusted and interacts with users at a single level. The bottom of the
exhibit shows two kinds of data coexisting in the disk storage of the system:

1. U-data. Unclassified data files are managed directly by the trusted
operating system.

2. S-data. Secret data files are managed directly by the trusted operat-
ing system.

The trusted operating system does not distinguish between DBMS and non-
DBMS data in this architecture. It supports two copies of the DBMS, one
that can interact only with U-users and another that can interact only with
S-users. These two copies run the same code but with different security
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labels. The U-DBMS is restricted by the trusted operating system to reading
and writing U-data. The S-DBMS, on other hand, can read and write S-data
as well as read (but not write) U-data.

This architecture has great promise, but its viability depends on the
availability of usable good-performance trusted operating systems. So far,
there are few trusted operating systems, and these lack many of the facili-
ties that users expect modern operating systems to provide. Development
of trusted operating systems continues to be active, but progress has been
slow. Emergency of strong products in this arena could make the frag-
mented data architecture attractive in the future.

Replicated Data Architecture

The replicated data architecture is shown in Exhibit 3. This architecture
requires physical separation on backend data base servers to separate U-
and S-users of the data base. The bottom half of the diagram shows two
physically separated computers, each running a DBMS. The computer on
the left hand side manages U-data, whereas the computer on the right hand
side manages a mix of U- and S-data. The U-data on the left hand side is rep-
licated on the right hand side.

The trusted operating system serves as a front end. It has two objec-
tives. First, it must ensure that a U-user can directly access only the U-back-
end (left hand side) and that a S-user can directly access only the S-
backend (right hand side). Second, the trusted operating system is the sole
means for communication from the U-backend to the S-backend. This com-
munication is necessary for updates to the U-data to be propagated to the
U-data stored in the S-backend. Providing correct and secure propagation
of these updates has been a major obstacle for this architecture, but recent
research has provided solutions to this problem. The replicated architec-
ture is viable for a small number of security labels, perhaps a few dozen,
but it does not scale gracefully to hundreds or thousands of labels.

ROLE-BASED ACCESS CONTROLS

Traditional DACs are proving to be inadequate for the security needs of
many organizations. At the same time, MACs based on security labels are
inappropriate for many situations. In recent years, the notion of role-based
access control (RBAC) has emerged as a candidate for filling the gap
between traditional DAC and MAC.

One of weaknesses of DAC in SQL is that it does not facilitate the man-
agement of access rights. Each user must be explicitly granted every priv-
ilege necessary to accomplish his or her tasks. Often groups of users need
similar or identical privileges. All supervisors in a department might require
identical privileges; similarly, all clerks might require identical privileges,
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Exhibit 3. Replicated Data Architecture

different from those of the supervisors. RBAC allows the creation of roles
for supervisors and clerks. Privileges appropriate to these roles are explic-
itly assigned to the role, and individual users are enrolled in appropriate
roles from where they inherit these privileges. This arrangement separates
two concerns: (1) what privileges should a role get and (2) which user
should be authorized to each role. RBAC eases the task of reassigning users
from one role to another or altering the privileges for an existing role.

Current efforts at evolving SQL, commonly called SQL3, have included
proposals for RBAC based on vendor implementations, such as in Oracle.
In the future, consensus on a standard approach to RBAC in relational data
bases should emerge. However, this is a relatively new area, and a number
of questions remain to be addressed before consensus on standards is
obtained.
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SUMMARY

Access controls have been an integral part of relational data base man-
agement systems from their introduction. There are, however, major weak-
nesses in the traditional discretionary access controls built into the
standards and products. SQL'89 is incomplete and omits revocation of priv-
ileges and control over creation of new relations and views. SQL'92 fixes
some of these shortcomings. In the meantime such vendors as Oracle have
developed RBAC; other vendors, such as Informix, have started delivering
products incorporating mandatory access controls for multilevel security.
There is a recognition that SQL needs to evolve to take some of these devel-
opments into consideration. If it does, stronger and better access controls
can be expected in future products.
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Centralized
Authentication

Services (RADIUS,
TACACS, DIAMETER|

Bill Stackpole, CIS

Got the telecommuter, mobile workforce, VPN, multi-platform, dial-in user authentication blues?
Need a centralized method for controlling and auditing external accesses to your network? Then RADIUS,
TACACS, or DIAMETER may be just what you have been looking for. Flexible, inexpensive, and easy to
implement, these centralized authentication servers improve remote access security and reduce the time and
effort required to manage remote access server (RAS) clients.

RADIUS, TACACS, and DIAMETER are classified as authentication, authorization, and accounting (AAA)
servers. The Internet Engineering Task Force (IETF) chartered an AAA Working Group in 1998 to develop the
authentication, authorization, and accounting requirements for network access. The goal was to produce a
base protocol that supported a number of different network access models, including traditional dial-in network
access servers (NAS), Mobile-IP, and roaming operations (ROAMOPS). The group was to build upon the work
of existing access providers such as Livingston Enterprises.

Livingston Enterprises originally developed RADIUS (Remote Authentication Dial-In User Service) for their
line of network access servers (NAS) to assist timeshare and Internet service providers with billing information
consolidation and connection configuration. Livingston based RADIUS on the IETF distributed security model
and actively promoted it through the IETF Network Access Server Requirements Working Group in the early
1990s. The client/server design was created to be open and extensible so it could be easily adapted to work
with other third-party products. At this writing, RADIUS version 2 was a proposed IETF standard managed
by the RADIUS Working Group.

The origin of the Terminal Access Controller Access Control System (TACACS) daemon used in the early
days of ARPANET is unknown. Cisco Systems adopted the protocol to support AAA services on its products
in the early 1990s. Cisco extended the protocol to enhance security and support additional types of authenti-
cation requests and response codes. They named the new protocol TACACS. The current version of the
TACACS specification is a proposed IETF Standard (RFC 1492) managed by the Network Working Group. It
was developed with the assistance of Cisco Systems.

Pat Calhoun (Sun Laboratories) and Allan Rubens (Ascend Communications) proposed the DIAMETER
AAA framework as a draft standard to the IETF in 1998. The name DIAMETER is not an acronym but rather
a play on the RADIUS name. DIAMETER was designed from the ground up to support roaming applications
and to overcoming the extension limitations of the RADIUS and TACACS protocols. It provides the base
protocols required to support any number of AAA extensions, including NAS, Mobile-IP, host, application,
and Web-based requirements. At this writing, DIAMETER consisted of eight IETF draft proposals, authored
by twelve different contributors from Sun, Microsoft, Cisco, Nortel, and others. Pat Calhoun continues to
coordinate the DIAMETER effort.
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EXHIBIT 8.1 Key features of a centralized AAA service.

AAA 101: Key Features of an AAA Service

The key features of a centralized AAA service include (1) a distributed (client/server) security model, (2)
authenticated transactions, (3) flexible authentication mechanisms, and (4) an extensible protocol. Distributed
security separates the authentication process from the communications process, making it possible to consol-
idate user authentication information into a single centralized database. The network access devices (i.e., an
NAS) are the clients. They pass user information to an AAA server and act upon the response(s) the server
returns. The servers receive user connection requests, authenticate the user, and return to the client NAS the
configuration information required to deliver services to the user. The returned information may include
transport and protocol parameters, additional authentication requirements (i.e., callback, SecurelD), autho-
rization directives (i.e., services allowed, filters to apply), and accounting requirements (Exhibit 8.1).

Transmissions between the client and server are authenticated to ensure the integrity of the transactions.
Sensitive information (e.g., passwords) is encrypted using a shared secret key to ensure confidentiality and
prevent passwords and other authentication information from being monitored or captured during transmis-
sion. This is particularly important when the data travels across public carrier (e.g., WAN) links.

AAA servers can support a variety of authentication mechanisms. This flexibility is a key AAA feature. User
access can be authenticated using PAP (Password Authentication Protocol), CHAP (Challenge Handshake
Authentication Protocol), the standard UNIX login process, or the server can act as a proxy and forward the
authentication to other mechanisms like a Microsoft domain controller, a Novell NDS server, or a SecurelD
ACE server. Some AAA server implementations use additional mechanisms such as calling number identifica-
tion (caller ID) and callback to further secure connections.

Because technology changes so rapidly, AAA servers are designed with extensible protocols. RADIUS,
DIAMETER, and TACACS use variable-length attribute values designed to support any number of new
parameters without disturbing existing implementations of the protocol. DIAMETER’s framework approach
provides additional extensibility by standardizing a transport mechanism (framework) that can support any
number of customized AAA modules.

From a management perspective, AAA servers provide some significant advantages, including:

+ Reduced user setup and maintenance times because users are maintained on a single host

+ Fewer configuration errors because formats are similar across multiple access devices

+ Less security administrator training requirements because there is only one system syntax to learn

+ Better auditing because all login and authentication requests come through a single system

+ Reduced help desk calls because the user interface is consistent across all access methods

* Quicker proliferation of access information because information only needs to be replicated to a limited
number of AAA servers

+ Enhanced security support through the use of additional authentication mechanisms (i.e., SecureID)

Extensible design makes it easy to add new devices without disturbing existing configurations
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RADIUS: Remote Authentication Dial-In User Service

RADIUS is by far the most popular AAA service in use today. Its popularity can be attributed to Livingston’s
decision to open the distribution of the RADIUS source code. Users were quick to port the service across
multiple platforms and add customized features, many of which Livingston incorporated as standard features
in later releases. Today, versions of the RADIUS server are available for every major operating system from
both freeware and commercial sources, and the RADIUS client comes standard on NAS products from every
major vendor.

A basic RADIUS server implementation references two configuration files. The client configuration file
contains the address of the client and the shared secret used to authenticate transactions. The user file contains
the user identification and authentication information (e.g., userID and password) as well as connection and
authorization parameters. Parameters are passed between the client and server using a simple five-field format
encapsulated into a single UDP packet. The brevity of the format and the efficiency of the UDP protocol (no
connection overhead) allow the server to handle large volumes of requests efficiently. However, the format and
protocol also have a downside. They do not lend themselves well to some