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Introduction

N etwork security spans a large number of disciplines, ranging from manage-
ment and policy topics to operating system kernel fundamentals.
Historically, the coverage of these and the other network security areas was pre-
sented in multiple, specialized publications or given a high-level treatment that was
not suited to the practitioner. Network Security Bible approaches network security
from the view of the individual who wants to learn and apply the associated net-
work security best practices without having to sort through a myriad of extraneous
material from multiple sources. The information provided in this text includes
“secrets” learned by practicing professionals in the field of network security
through many years of real-world experience.

The Goal of This Book

Network Security Bible provides comprehensive coverage of the fundamental con-
cepts of network security and the processes and means required to implement a
secure network. The goal of this text is to provide the reader with an understanding
of security engineering processes and network security best practices, including
in-depth specifics on the following topics:

4+ Windows

4+ UNIX

4 Linux

4 The World Wide Web

4 E-mail

4+ Risk management

4+ Server applications

4 Domain Name Systems (DNS)

4+ Communications security
Other topics are aimed at providing the reader with insight into information assurance
through clear and thorough tutorials on the latest information, including security

assessment, evaluation, and testing techniques. This up-to-date and applicable knowl-
edge will benefit practitioners in the commercial, government, and industrial sectors.
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Introduction

Network Security Bible meets the needs of information security professionals and
other individuals who have to deal with network security in their everyday activi-
ties. It is truly an all-inclusive reference that tells you why and how to achieve a
secure network in clear and concise terms.

The Five Parts of This Book

Network Security Bible is organized into the following five parts:

4+ Part I: Security Principles and Practices

4 Part II: Operating Systems and Applications
4+ Part III: Network Security Fundamentals

4+ Part IV: Communications

4+ Part V: The Security Threat and Response

The flow of the material is designed to provide a smooth transition from fundamen-
tal principles and basic knowledge to the practical details of network security.

In this manner, the text can serve as a learning mechanism for people new to the
field as well as a valuable reference and guide for experienced professionals.

Part I: Security Principles and Practices

Part I provides a background in the fundamentals of information system security.
Specifically, it comprises chapters on information system security principles, infor-
mation system security management, and access control.

4+ Chapter 1: Information System Security Principles. It is important that the
network security practitioner be intimately familiar with the fundamental
tenets of information system security, particularly the concepts of confiden-
tiality, integrity, and availability (CIA). These topics are explained in detail in
this chapter and then related to threats, vulnerabilities, and possible impacts
of threats realized. After covering these basic topics, the formal processes of
systems engineering (SE), information systems security engineering (ISSE),
the systems development life cycle (SDLC), and the relationship of network
security to the SDLC are explained. These subject areas provide the reader
with an excellent understanding of applying standard rules to incorporate
information system security into system development activities. These skills
are particularly valuable to individuals working in large companies that need
the discipline provided by these methods and to government organizations
required to apply formal information security approaches in their everyday
operations.
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4+ Chapter 2: Information System Security Management. To continue to pro-
vide a basis for delving into network security issues, this chapter discusses
the important, but sometimes neglected, roles of management and administra-
tion in implementing good network security. All personnel in an organization
should be aware of the information security policies, procedures, and guide-
lines and practice them on an ongoing basis. The existence of these docu-
ments and practices are of critical importance to an organization and should
be incorporated into the organization’s routine operations. For example, the
seemingly innocuous requirement of requiring critical personnel to take vaca-
tion time in blocks of a week or more might reveal covert and illegal activities
on the part of those individuals when they are replaced by new personnel
during the vacation interval. Also, corporate officers will be exposed to legal
liability if they do not have policies in place addressing the protection of the
organization’s intellectual property and other critical information.

Chapter 2 also provides clear and concise guidelines on the best practices to
ensure the continuity of an organization’s critical operations during and after
a disaster. Business continuity planning (BCP) and disaster recover planning
(DRP) approaches are explained and illustrated, providing for continuity of

critical business functions and networked information systems, respectively.

4+ Chapter 3: Access Control Considerations. Controlling access to critical net-
work and computer resources is one of the most important requirements for
any organization. Chapter 4 defines and illustrates the concepts of identifying
a user or process to an information system, verifying the identity of that user
or process (authentication), and granting access privileges to specific
resources (authorization). In addition, this chapter covers the methods of
implementing secure access to information systems from remote sites.

Part II: Operating Systems and Applications

In the second part of this book, the security issues and solutions associated with
operating systems such as Windows, UNIX, and Linux are detailed. Following these
topics, Web browser security, Web security, e-mail security, domain name systems,
and server applications are addressed. The authors provide insights and directions
to implementing operating system and Web security based on their extensive expe-
rience in these areas.

4+ Chapter 4: Windows Security. Because the many versions of the Windows
operating system that are in widespread use, their security vulnerabilities
pose serious threats to their host computers. Chapter 4 reviews these secu-
rity problems and offers steps to be taken to securely install Windows, harden
the operating system, operate securely, and maintain a safe system.

4 Chapter 5: UNIX and Linux Security. UNIX and the open source Linux operat-
ing systems are becoming increasingly popular as counters to the reliability
problems of the Windows operating systems. Thus, network security aspects

XXIX
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of UNIX and Linux are covered in Chapter 5, including kernel issues, extrane-
ous services, and specific services such as NFS, Sendmail, BIND, and RIP.

4+ Chapter 6: Web Browser and Client Security. Web browsers pose serious

threats to the security of their host machines and this chapter explores the
sources of those threats, focusing on the Netscape and Internet Explorer
browsers. The authors provide their solutions to securing a Web browser and
protecting corporate portals.

4+ Chapter 7: Web Security. Building on the information and solutions presented

for Web browsers, Chapter 7 continues by examining the Hypertext Transfer
Protocol (HTTP); Common Gateway Interface (CGI) security issues; privacy
concerns associated with cookies, hidden fields and URL tracking; auditing;
and the secure implementation of e-commerce applications.

4+ Chapter 8: E-mail Security. Because we all use e-mail, the information security

knowledge covered in this chapter is directly applicable to users, IT profes-
sionals, and security personnel. Chapter 8 explains the different types of
e-mail, including SMTP, POP3, and IMAP. The authors describe how to prop-
erly configure e-mail systems, and how to handle security problems associ-
ated with those types.

4+ Chapter 9: Domain Name System. This chapter describes the concepts

behind the Domain Name System (DNS), Master and Slave Name servers, and
the design of Domain Name Systems, including split DNS and split-split DNS.
The authors then describe how to set up different types of DNS servers and
discuss recursion and zone transfers.

4 Chapter 10: Server Security. Another key knowledge component of network

security is understanding the different types of servers and their associated
applications. Chapter 10 describes the general principles to be observed
when putting a server on line and then specifically presents valuable com-
mentary on FTP servers, instant messaging, NetBIOS file sharing, secure shell,
Kazaa, and remote access of computer-based information.

Part 11I: Network Security Fundamentals

This part describes the various network protocols, particularly the specifics of the
OSI and TCP models. The fundamental concepts of wireless communication and
wireless security are explained, including coding schemes, the different wireless
technology generations, and wireless vulnerabilities. The authors then provide
detailed recommendations and guidance for securing networks along with descrip-
tions of the components of network architectures.

4+ Chapter 11: Network Protocols. This chapter explains in detail the OSI and

TCP models and the IP, ICMP, TCP, and UDP protocols. It also reviews address
resolution concepts and methods and relates them to the general goals of net-
work security.
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4+ Chapter 12: Wireless Security. Wireless connections to the Internet are
becoming extremely popular and this chapter covers topics including the
wireless frequency spectrum, fundamentals of wireless transmission, the dif-
ferent coding schemes and generations of wireless technology, and security
issues associated with wireless applications.

4+ Chapter 13: Network Architecture Fundamentals. The components of a net-
work and their corresponding configurations for implementing security are
critical factors in the protection information systems. Chapter 14 provides
clear descriptions and explanations of network bridges, routers, switches,
firewalls, gateways, guards, and other important network elements. Their
functions and relationship to the overall security of a network are reviewed
and guidelines for their application are provided.

Part IV: Communications

Part IV of this book reveals the best practices and approaches related to communi-
cations security.

4+ Chapter 14: Secret Communication. Secret communication involves the
means to encrypt and decrypt messages as well as to authenticate the sender.
Chapter 14 provides a history of cryptography, reviews the fundamentals of
symmetric and asymmetric encryption, explains digital signatures, and con-
cludes with an overview of generally accepted cryptographic axioms.

4 Chapter 15: Covert Communication. Covert communication refers to commu-
nication that conceals the fact that hidden information is being transmitted.
In secret communication, described in Chapter 14, an attacker is aware that
sensitive information is being transmitted in scrambled form. The problem
for the attacker is to retrieve the information by unscrambling or decrypting
it. In covert communication, sensitive information might be hidden some-
where in an image or in a microdot that appears as a period at the end of a
sentence. Thus, an attacker does not know that information is hidden unless
he or she checks everything that is being transmitted for concealed messages.
This type of covert communication is known as steganography. Chapter 15
describes the goals of steganography, its advantages and disadvantages,
methods of embedding sensitive information in other components such as
images, and tools for detecting hidden information.

4+ Chapter 16: Applications of Secure/Covert Communication. Chapter 16
details the methods of achieving secure and covert communication. The top-
ics addressed include e-mail security, implementing virtual private networks
(VPNs), and applying different protocols to protect information transmitted
over the Internet. The chapter also addresses digital certificates to “certify”
individuals’ public keys and methods of managing cryptographic keys in an
organizational setting.

XXXI
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Part V: The Security Threat and Response

The chapters in this part primarily address the issues of detecting and responding
to network intrusions and assuring the security controls that have been put in place
actually do provide the expected results. This section and the text conclude with
“putting everything together” through detailed descriptions of the most common
problems in network security, their solutions, and planning for future situations.

4+ Chapter 17: Intrusion Detection and Response. The network security practi-
tioner has to be familiar with and understand the various types and effects
of malicious code. Chapter 17 explains these different kinds of malware, dis-
cusses common types and sources of attacks, and shows how to detect and
handle intrusions into a network and its resources.

4 Chapter 18: Security Assessments, Testing, and Evaluation. Private and gov-
ernmental organizations, by necessity, have to ensure that their networks and
information systems are secure from attacks. Both entities have critical and
sensitive information that have to be protected from violations of confidential-
ity, integrity, and availability. Therefore, these organizations have developed
assessment and evaluation approaches that can be applied to determine
whether a network is really secure, even after appropriate controls have been
implemented. Chapter 18 discusses these methodologies, including the
Systems Security Engineering Capability Maturity Model (SSE-CMM), the dif-
ferent types of certification and accreditation approaches, the National
Institute for Standards and Technology (NIST) information security publica-
tions, and the various types of testing and auditing practices.

4 Chapter 19: Putting Everything Together. At this point in Network Security
Bible, the elements that comprise a network, security architectures, security
threats, countermeasures, incident handling, and assessment approaches
have been covered in detail. Chapter 19 ties all these entities together by
describing the top 10 problems of network security, the top 10 solutions to
these problems, the top 10 mistakes information security and IT practitioners
make, and how to develop a framework for future activities and challenges.

How to Use This Book

Network Security Bible is designed for use as a comprehensive tutorial on the field of
network security, as a “how to” manual for implementing network security, as a ref-
erence document for the information and network security practitioner, and as a
guide for planning future network security issues and projects.
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Use as a comprehensive tutorial on
the field of network security

Network Security Bible is organized to provide the reader with an understanding of
the fundamentals of information system security by covering their basic principles,
standard processes, management issues, and access control concepts. With this
foundation, the text expands into discussions of the popular operating systems,
Internet security, and Web security. Following this material, a tutorial on networking
protocols, wireless communications, and network architectures provides an under-
standing of networking and communications. The book then explores the funda-
mentals of intrusion detection and information security assessment methodologies.
All these topics comprise book parts so that the reader can focus on the areas of
particular interest to him or her and scan or skip topics that are familiar. Thus, the
book is designed to provide either a comprehensive or selective tutorial, based on
the experience and training of the reader.

Use as a “how to” manual for implementing
network security

The authors of this text have extensive experience in analyzing network security
problems and implementing effective solutions. Based on this experience, the
authors provide guidance and detail “secrets” used by real-world practitioners to
solve real-world problems. These “secrets” apply to the following areas:

4+ Risk management

4+ Information security system life cycle processes

4 Training

4+ Business continuity/disaster recovery

4+ Back-ups

4+ Remote authentication

4+ Windows

4+ UNIX

4+ Linux

4 Attacks

4 E-mail

4+ Server security

4+ Wireless security

4 Intrusion detection and handling

4 Assurance evaluation

XXX
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Use as a reference document for the information
and network security practitioner

The chapters of Network Security Bible contain fundamental and advanced knowledge
on network security and related topics. This content will serve as a useful reference
source for the information security practitioner in conducting his or her everyday
security-related activities. The chapters on operating systems, access control, wire-
less security, Web security, intrusion detection and response, and assessment
methodologies will be particularly useful in present and future applications.

Use as a guide for planning future
network security issues and projects

The book emphasizes topics that are focused on planning for the future and antici-
pating network security problems and issues. These topics address the following
relevant and important areas:

4+ How to apply good systems engineering principles to the development of
information security systems

4+ Recommendations concerning which standards and guidelines are most use-
ful and that should be used in implementing and achieving required network
security

4+ How to implement organizational security policies and how to ensure that
they are understood and institutionalized

4+ How to make sure that the organization is prepared for a disaster
4+ How to protect against possible future liability suits

4+ How to plan for expanded, secure, remote access requirements
4+ How to implement wireless security

4+ How to protect against future attacks

4+ How to handle future attacks

4+ How to assess the effectiveness of proposed new security architectures

These issues and approaches are then summarized in the last chapter.
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System Security
Principles

Anumber of organizations have defined terminology and
methodologies for applying systems engineering (SE)
principles to large tasks and undertakings. When information
systems and networks are involved, companion Information
System Security Engineering (ISSE) processes should be
practiced concurrently with SE at project initiation.

This chapter defines the fundamental principles of network
security and explains the SE and ISSE processes. It also
describes the steps in the systems development life cycle
(SDLC) and reviews how network and information technology
(IT) security practices can be incorporated into the SDLC
activities.

The chapter concludes with coverage of risk management tech-
niques and the application of risk management in the SDLC.

Key Principles of Network Security

Network security revolves around the three key principles of
confidentiality, integrity, and availability (C-I-A). Depending
upon the application and context, one of these principles
might be more important than the others. For example, a gov-
ernment agency would encrypt an electronically transmitted
classified document to prevent an unauthorized person from
reading its contents. Thus, confidentiality of the information is
paramount. If an individual succeeds in breaking the encryp-
tion cipher and, then, retransmits a modified encrypted ver-
sion, the integrity of the message is compromised. On the

CHAPITER
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and Information
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other hand, an organization such as Amazon.com would be severely damaged if its
network were out of commission for an extended period of time. Thus, availability is
a key concern of such e-commerce companies.

Confidentiality

Confidentiality is concerned with preventing the unauthorized disclosure of sensi-
tive information. The disclosure could be intentional, such as breaking a cipher and
reading the information, or it could be unintentional, due to carelessness or incom-
petence of individuals handling the information.

Integrity

There are three goals of integrity:

4+ Prevention of the modification of information by unauthorized users

4 Prevention of the unauthorized or unintentional modification of information
by authorized users

4+ Preservation of the internal and external consistency

¢ Internal consistency ensures that internal data is consistent. For exam-
ple, in an organizational database, the total number of items owned by
an organization must equal the sum of the same items shown in the
database as being held by each element of the organization.

e External consistency ensures that the data stored in the database is
consistent with the real world. Relative to the previous example, the
total number of items physically sitting on the shelf must equal the total
number of items indicated by the database.

Availability

Availability assures that a system’s authorized users have timely and uninterrupted
access to the information in the system and to the network.

Other important terms
Also important to network security are the following four C-I-A-related terms:
4 Identification — The act of a user professing an identity to the system, such
as alogon ID

4+ Authentication — Verification that the user’s claimed identity is valid, such as
through the use of a password
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4 Accountability — Determination of the actions and behavior of a single indi-
vidual within a system, and holding the individual responsible for his or her
actions

4+ Authorization — The privileges allocated to an individual (or process) that
enable access to a computer resource

Formal Processes

The processes associated with specifying, designing, implementing, operating, and
maintaining network-based systems are amenable to formal methods. These meth-
ods provide a structured approach to achieving effective and maintainable net-
works and systems. In particular, applying the disciplines of systems engineering
and systems security engineering (SSE) in the systems development life cycle can
yield functional, secure, robust, and cost-effective networks and systems. These
processes are described in the following sections.

The systems engineering process

There are a myriad of definitions of systems engineering, ranging from the view of
government and military establishments to commercial organizations. A sampling
of these definitions follows:

4+ “The function of systems engineering is to guide the engineering of complex
systems. ... A system is a set of interrelated components working together
toward some common objective.” (Kossiakoff and Sweet, Systems Engineering,
Principles and Practices, John Wiley & Sons, 2003.)

4 The branch of engineering concerned with the development of large and com-
plex systems, where a system is understood to be an assembly or combina-
tion of interrelated elements or parts working together toward a common
objective. (General, widely used definition)

4+ The selective application of scientific and engineering efforts to:

¢ Transform an operational need into a description of the system configu-
ration which best satisfies the operational need according to the mea-
sures of effectiveness

e Integrate related technical parameters and ensure compatibility of all
physical, functional, and technical program interfaces in a manner that
optimizes the total system definition and design

¢ Integrate the efforts of all engineering disciplines and specialties into the
total engineering effort

(From the Carnegie Mellon Software Engineering Institute (SEI) “Systems
Engineering Capability Model” [SE-CMM-95-01]” document, version 1.1.)
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4+ Systems engineering integrates all the disciplines and specialty groups into a
team effort forming a structured development process that proceeds from
concept to production to operation. Systems engineering considers both the
business and the technical needs of all customers with the goal of providing a
quality product that meets the user needs. (The International Council on
Systems Engineering [INCOSE], www.incose.org.)

4+ A process that will:

¢ Transform approved operational needs and requirements into an inte-
grated system design solution through concurrent consideration of all
life-cycle needs (that is, development, manufacturing, testing and evalua-
tion, deployment, operations, support, training, and disposal).

e Ensure the interoperability and integration of all operational, functional,
and physical interfaces. Ensure that system definition and design reflect
the requirements for all system elements: hardware, software, facilities,
people, and data.

¢ Characterize and manage technical risks.

¢ Apply scientific and engineering principles, using the system security
engineering process, to identify security vulnerabilities and minimize or
contain information assurance and force protection risks associated
with these vulnerabilities. (DoD regulation 5000.2-R, April 5, 2002.)

The Information Assurance Technical Framework

The Information Assurance Technical Framework Forum (IATFF) is an organization
sponsored by the National Security Agency (NSA) and supports technical inter-
changes among U.S. industry, U.S. academic institutions, and U.S. government agen-
cies on the topic of information assurance. The Forum generated the Information
Assurance Technical Framework (IATF) document, release 3.1, which describes pro-
cesses and provides guidance for the protection of information systems based on
systems engineering principles (www.iatf.net/framework_docs/version-3_1/).
The document emphasizes the criticality of the people involved, the operations
required, and the technology needed to meet the organization’s mission. These
three entities are the basis for the Defense-in-Depth protection methodology
described in Chapter 2 of IATF Document, release 3.1. The principles of Defense-in-
Depth are presented in the next section.

Defense-in-Depth

Defense-in-Depth is a layered protection scheme for critical information system
components. The Defense-in-Depth strategy comprises the following areas:

4+ Defending the network and infrastructure

4+ Defending the enclave boundary
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4+ Defending the computing environment

4 Supporting Infrastructures

The term enclave as used in the Defense-in-Depth protection strategy refers to a
“collection of computing environments connected by one or more internal net-
works under the control of a single authority and security policy, including person-
nel and physical security. Enclaves always assume the highest mission assurance
category and security classification of the automated information system (AIS)
applications or outsourced IT-based processes they support, and derive their secu-
rity needs from those systems. They provide standard information assurance (I1A)
capabilities such as boundary defense, incident detection and response, and key
management, and also deliver common applications such as office automation and
electronic mail. Enclaves are analogous to general support systems as defined in
OMB A-130. Enclaves may be specific to an organization or a mission, and the com-
puting environments may be organized by physical proximity or by function inde-
pendent of location. Examples of enclaves include local area networks (LANs) and
the applications they host, backbone networks, and data processing centers.” (DoD
Directive 8500.1, “Information Assurance (IA), October 24, 2002). The enclaves in
the U.S. federal and defense computing environments can be categorized as public,
private, or classified.

The Defense-in-Depth strategy is built on three critical elements: people, technol-
ogy, and operations.

People
To ifnplement effective information assurance in an organization, management must
have a high-level commitment to the process. This commitment is manifested
through the following items and activities:

4+ Development of information assurance policies and procedures

4+ Assignment of roles and responsibilities

4+ Training of critical personnel

4+ Enforcement of personal accountability

4+ Commitment of resources

4+ Establishment of physical security controls

4+ Establishment of personnel security controls

4 Penalties associated with unauthorized behavior

Technology
An organization has to ensure that the proper technologies are acquired and
deployed to implement the required information protection services. These



8 Part | + Security Principles and Practices

objectives are accomplished through the following processes and policies for the
acquisition of technology:

4 A security policy

4+ System-level information assurance architectures

4+ System-level information assurance standards

4 Information assurance principles

4 Specification criteria for the required information assurance products

4 Acquisition of reliable, third-party, validated products

4+ Configuration recommendations

4+ Risk assessment processes for the integrated systems

Operations
Operations emphasize the activities and items necessary to maintain an organiza-
tion’s effective security posture on a day-to-day basis. These activities and items
include the following:

4+ A visible and up-to-date security policy

4+ Enforcement of the information security policy

4 Certification and accreditation

4+ Information security posture management

4+ Key management services

4 Readiness assessments

4 Protection of the infrastructure

4+ Performing systems security assessments

4+ Monitoring and reacting to threats

4+ Attack sensing, warning, and response (ASW&R)

4 Recovery and reconstitution

The Defense-in-Depth strategy is defined to defend against the following types of
attacks, as described in IATF document 3.1:

4+ Passive —Passive attacks include traffic analysis, monitoring of unprotected
communications, decrypting weakly encrypted traffic, and capture of authenti-
cation information (such as passwords). Passive intercept of network operations
can give adversaries indications and warnings of impending actions. Passive
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attacks can result in disclosure of information or data files to an attacker without
the consent or knowledge of the user. Examples include the disclosure of per-
sonal information such as credit card numbers and medical files.

4+ Active — Active attacks include attempts to circumvent or break protection
features, introduce malicious code, or steal or modify information. These
attacks may be mounted against a network backbone, exploit information in
transit, electronically penetrate an enclave, or attack an authorized remote
user during an attempt to connect to an enclave. Active attacks can result in
the disclosure or dissemination of data files, denial of service, or modification
of data.

4 Close-in — Close-in attacks consist of individuals attaining physical proximity
to networks, systems, or facilities for the purpose of modifying, gathering, or
denying access to information. Close physical proximity is achieved through
surreptitious entry, open access, or both.

4+ Insider —Insider attacks can be malicious or nonmalicious. Malicious insiders
intentionally eavesdrop, steal, or damage information; use information in a
fraudulent manner; or deny access to other authorized users. Nonmalicious
attacks typically result from carelessness, lack of knowledge, or intentional
circumvention of security for such reasons as “getting the job done.”

4 Distribution — Distribution attacks focus on the malicious modification of
hardware or software at the factory or during distribution. These attacks can
introduce malicious code into a product, such as a back door to gain unautho-
rized access to information or a system function at a later date.

To resist these types of attacks, Defense-in-Depth applies the following techniques:

4 Defense in multiple places — Deployment of information protection mecha-
nisms at multiple locations to protect against internal and external threats.

4+ Layered defenses — Deployment of multiple information protection and
detection mechanisms so that an adversary or threat will have to negotiate
multiple barriers to gain access to critical information.

4+ Security robustness — Based on the value of the information system compo-
nent to be protected and the anticipated threats, estimation of the robustness
of each information assurance components. Robustness is measured in terms
of assurance and strength of the information assurance component.

4+ Deploy KMI/PKI— Deployment of robust key management infrastructures
(KMI) and public key infrastructures (PKI).

4 Deploy intrusion detection systems — Deployment of intrusion detection
mechanisms to detect intrusions, evaluate information, examine results, and,
if necessary, to take action.
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Implementing the Defense-in-Depth approach can be resource intensive. To assist in
the cost-effective implementation of Defense-in-Depth, IATF document 3.1 provides
the following guidelines:

4+ Make information assurance decisions based on risk analysis and keyed to the
organization’s operational objectives.

4+ Draw from all three facets of Defense-in-Depth — people, operations, and tech-
nology. Technical mitigations are of no value without trained people to use
them and operational procedures to guide their application.

4 Establish a comprehensive program of education, training, practical experi-
ence, and awareness. Professionalization and certification licensing provide a
validated and recognized expert cadre of system administrators.

4+ Exploit available commercial off-the-shelf (COTS) products and rely on in-
house development for those items not otherwise available.

4 Periodically assess the IA posture of the information infrastructure.
Technology tools, such as automated scanners for networks, can assist in vul-
nerability assessments.

4+ Take into account, not only the actions of those with hostile intent, but also
inadvertent or careless actions.

4+ Employ multiple means of threat mitigation, overlapping protection
approaches to counter anticipated events so that loss or failure of a single
barrier does not compromise the overall information infrastructure.

4+ Ensure that only trustworthy personnel have physical access to the system.
Methods of providing such assurance include appropriate background investi-
gations, security clearances, credentials, and badges.

4+ Use established procedures to report incident information provided by intru-
sion detection mechanisms to authorities and specialized analysis and
response centers.

Systems engineering processes
A number of paradigms are applicable to implementing systems engineering and

some useful approaches are listed here:
4+ [EEE STD 1220-1998 processes:
e Requirements Analysis
® Requirements Verification
¢ Functional Analysis
¢ Functional Verification
e Synthesis

¢ Design Verification
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4+ DoD 5000.2-R processes:
e Requirements Analysis
¢ Functional Analysis/Allocation
e Synthesis
A commonly used set of processes in the U.S. government is described in IATF doc-
ument 3.1, and this set is the basis for deriving information system security engi-
neering (ISSE) processes. These “generic” SE processes are as follows:
4+ Discover needs
4+ Define system requirements
4+ Design system architecture
4+ Develop detailed design
4+ Implement system
4+ Assess effectiveness

These processes emphasize the application of SE over the entire development life
cycle.

The Information Systems Security
Engineering process
The ISSE processes are based on the generic SE processes, as shown in the follow-
ing pairings:
4+ Discover information protection needs —Discover needs
4 Define system security requirements — Define system requirements
4+ Design system security architecture — Design system architecture
4 Develop detailed security design —Develop detailed design
4+ Implement system security — Implement system
4+ Assess information protection effectiveness — Assess effectiveness

The six ISSE processes are comprised of the activities (as described in IATF docu-
ment 3.1) discussed in the following sections.

Discover information protection needs

The objectives of this process are to understand and document the customer’s
needs and to develop solutions that will meet these needs. The information sys-
tems security engineer should use any reliable sources of information to learn

11
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about the customer’s mission and business operations, including areas such as
human resources, finance, command and control, engineering, logistics, and
research and development. This knowledge can be used to generate a concept of
operations (CONOPS) document or a mission needs statement (MNS). The
Committee on National Security Systems (CNSS) Instruction No. 4009, “National
Information Assurance (IA) Glossary” defines a CONOPS as “a document detailing
the method, act, process, or effect of using an information system (IS).

Then, with this information in hand, an information management model (IMM)
should be developed that ultimately defines a number of information domains.
Information management includes the following:

4+ Creating information

4 Acquiring information

4 Processing information

4 Storing and retrieving information

4 Transferring information

4 Deleting information
The information management model should take into account information domains
that comprise the following items:

4 The information being processed

4+ Processes being used

4+ Information generators

4 Information consumers

4+ User roles

4+ Information management policy requirements

4+ Regulations

4 Agreements or contracts
The principle of least privilege should be used in developing the model by permit-

ting users to access only the information required for them to accomplish their
assigned tasks.

Table 1-1 provides an example of an IMM.
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Table 1-1
Information Management Model
Users Rules Process Information
CEO Read Corporate Finance Policy
Treasurer Read/Write Corporate Finance Policy
Asst. Treasurer Read/Write Corporate Finance Policy

A similar example of the output domains of the IMM is given in Table 1-2.

Table 1-2
IMM Information Domain Example
Domain Users Rules Process Information
Human Director Read/Write Corporate Job Classifications,
Resources Salary Schedule Salaries
Human Benefits Staff Read Corporate Benefit Plans,
Resources Salary Schedule Salaries, Employee

Contributions

The information systems security engineer must document all elements of the
Discover Information Protection Needs activity of the ISSE process, including the
following:

4+ Roles

4+ Responsibilities

4 Threats

4+ Strengths

4 Security services

4 Priorities

4+ Design constraints
These elements comprise the fundamental concepts of an Information Protection

Policy (IPP), which in turn becomes a component of the customer’s information
management policy (IMP).

13
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The information systems security engineer must also support the certification and
accreditation (C&A) of the system. Certification is the comprehensive evaluation of
the technical and nontechnical security features of an information system and the
other safeguards, which are created in support of the accreditation process, to
establish the extent in which a particular design and implementation meets the set
of specified security requirements.

Accreditation is the formal declaration by a Designated Approving Authority (DAA)
that an information system is approved to operate in a particular security mode by
using a prescribed set of safeguards at an acceptable level of risk.

Recertification and re-accreditation are required when changes occur in the system
or its environment, or after a defined period of time after accreditation.

Define system security requirements
For this activity, the information systems security engineer identifies one or more

solution sets that can satisfy the IPP’s information protection needs. A solution set
consists of the following items:

4 Preliminary security CONOPS

4 The system context

4+ The system security requirements

Based on the IP, the information systems security engineer, in collaboration with
the customer, chooses the best solution among the solution sets.

The preliminary security CONOPS identifies the following:

4 The information protection functions

4 The information management functions

4+ The dependencies among the organization’s mission
4+ The services provided by other entities

To develop the system context, the information systems security engineer performs
the following functions:

4+ Uses systems engineering techniques to identify the boundaries of the system
to be protected

4+ Allocates security functions to the system as well as to external systems by
analyzing the flow of data among the system to be protected and the external
systems, and using the information compiled in the [PP and IMM.
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The information systems security engineer produces the system security require-
ments, in collaboration with the systems engineers. Requirements should be unam-
biguous, comprehensive, and concise, and they should be obtained through the
process of requirements analysis. The functional requirements and constraints on
the design of the information security components include the following:

4+ Regulations
4 The operating environment
4+ Targeting internal as well as external threats

4 Customer needs

The information systems security engineer must also assess cryptographic needs
and systems such as public key infrastructure (PKI).

Finally, the information systems security engineer reviews the security CONOPS,
the security context, and the system security requirements with the customer to
ensure that they meet the needs of the customer and are accepted by the customer.

An important consideration in the entire process is the generation of appropriate
and complete documentation. This documentation will be used to support the
C&A process and should be developed to meet the C&A requirements.

Design system security architecture

In this stage, the information systems security engineer performs a functional
decomposition of the requirements that can be used to select the components
required to implement the designated functions. Tools and techniques such as time-
line analysis, flow block diagrams, and a requirements allocation sheet are used to
accomplish the decomposition. The result of the functional decomposition is the
functional architecture of the information security system.

In the decomposition process, the performance requirements at the higher level are
mapped onto the lower-level functions to ensure that the resulting system performs
as required. Also, as part of this activity, the information systems security engineer
determines, at a functional level, the security services that should be assigned to
the system to be protected as well as to external systems. Such services include
encryption, key management, and digital signatures. Because implementations are
not specified in this activity, a complete risk analysis is not possible. General risk
analysis, however, can be done by estimating the vulnerabilities in the classes of
components that are likely to be used.

Develop detailed security design

The detailed security design is accomplished through continuous assessments of
risks and the comparison of these risks with the information system security
requirements. This design activity involves both the SE and ISSE professionals and
specifies the system and components, but does not specify products or vendors.

15
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In conducting this activity, the information systems security engineer performs the
following functions:

4+ Develops specifications such as Common Criteria protection profiles

4+ Maps security mechanisms to system security design elements

4+ Catalogs candidate commercial off-the-shelf (COTS) products

4 Catalogs candidate government off-the-shelf (GOTS) products

4+ Catalogs custom security products

4+ Qualifies external and internal element and system interfaces
The results of this effort should include a revised security CONOPS, identification

of failures to meet the security requirements, meeting of the customers design con-
straints, and placing of the design documents under configuration control.

Implement system security

This activity bridges the design phase and the operational phase. It includes a
system effectiveness assessment that provides evidence that the system meets the
requirements and needs of the mission. Security accreditation usually follows this
assessment.

The information systems security engineer approaches this task by doing the
following:

4+ Applying information protection assurance mechanisms related to system
implementation and testing

4+ Verifying that the implemented system does address and protect against the
threats itemized in the original threat assessment

4 Providing input to the C&A process

4+ Providing input to and reviewing the evolving system life-cycle support plans

4+ Providing input to and reviewing the operational procedures

4+ Providing input to and reviewing the maintenance training materials

4+ Taking part in multidisciplinary examinations of all system issues and concerns
This activity identifies the specific components of the information system security
solution. In selecting these components, the information system security engineer
must consider the following items:

4+ Cost

4+ Form factor

4+ Reliability
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4 Availability now and in the future

4+ Risk to system caused by substandard performance
4+ Conformance to design specifications

4+ Compatibility with existing components

4+ Meeting or exceeding evaluation criteria (Typical evaluation criteria include
the Commercial COMSEC Evaluation Program [CCEP], National Information
Assurance Partnership [NIAP], Federal Information Processing Standards
[FIPS], NSA criteria, and NIST criteria.)

In some cases, components might have to be built and customized to meet the
requirements if no suitable components are available for purchase or lease.

In addition, the systems and design engineers in cooperation with the information
systems security engineer are involved with the following:

4+ Developing test procedures to ensure that the designed system performs as
required; these procedures should incorporate the following:

e Test planning, to include facilities, schedule, personnel, tools, and
required resources

¢ Integration testing

¢ Functional testing to ensure that systems and subsystems operate
properly
¢ Generation of test reports
4+ Tests of all interfaces, as feasible
4+ Conducting unit testing of components

4+ Developing documentation and placing documentation under version control;
the documentation should include the following:

¢ Installation procedures
e Operational procedures
e Support procedures

¢ Maintenance procedures

¢ Defects discovered in the procedures

Assess information protection effectiveness

This activity, even though listed last, must be conducted as part of all the activities
of the complete ISSE and SE processes. Table 1-3 summarizes the tasks of the
Assess Information Protection activity that correspond to the other activities of the
ISSE process. (Information taken from the IATF document, Release 3.1.)

17
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Table 1-3

Assess Information Protection Effectiveness
Tasks and Corresponding ISSE Activities

ISSE Activity

Assess Information Protection
Effectiveness Tasks

Discover information protection needs

Define system security requirements

Design system security architecture

Develop detailed security design

Present the process overview.
Summarize the information model.

Describe threats to the mission or business
through information attacks.

Establish security services to counter those
threats and identify their relative importance
to the customer.

Obtain customer agreement on the
conclusions of this activity as a basis for
determining the system security effectiveness.

Ensure that the selected solution set meets
the mission or business security needs.

Coordinate the system boundaries.

Present security context, security CONOPS,
and system security requirements to the
customer and gain customer concurrence.

Ensure that the projected security risks are
acceptable to the customer.

Begin the formal risk analysis process to
ensure that the selected security mechanisms
provide the required security services, and
explain to the customer how the security
architecture meets the security requirements.

Review how well the selected security services
and mechanisms counter the threats by
performing an interdependency analysis to
compare desired to actual security service
capabilities.

Once completed, the risk assessment results,
particularly any mitigation needs and residual
risk, will be documented and shared with the
customer to obtain their concurrence.
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ISSE Activity

Assess Information Protection
Effectiveness Tasks

Implement system security

The risk analysis will be conducted or
updated.

Strategies will be developed for the mitigation
of identified risks.

Identify possible mission impacts and advise
the customer and the customer’s Certifiers
and Accreditors.

As noted previously, there is a one-to-one pairing of the SE and ISSE processes. This
pairing is described in the IATF document 3.1 and summarized in Table 1-4.

Table 1-4
Corresponding SE and ISSE Activities

SE Activities

ISSE Activities

Discover needs
The systems engineer helps the customer
understand and document the information

Discover information protection needs
The information systems security
engineer helps the customer understand

management needs that support the business the information protection needs that

or mission. Statements about information
needs may be captured in an information
management model (IMM).

Define system requirements

The systems engineer allocates identified
needs to systems. A system context is
developed to identify the system
environment and to show the allocation of
system functions to that environment. A
preliminary system concept of operations
(CONOPS) is written to describe operational

aspects of the candidate system (or systems).

Baseline requirements are established.

support the mission or business.
Statements about information protection
needs may be captured in an Information
Protection Policy (IPP).

Define system security requirements
The information systems security
engineer allocates information protection
needs to systems. A system security
context, a preliminary system security
CONOPS, and baseline security
requirements are developed.

Continued
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Table 1-4 (continued)

SE Activities

ISSE Activities

Design system architecture

The systems engineer performs functional
analysis and allocation by analyzing candidate
architectures, allocating requirements, and
selecting mechanisms. The systems engineer
identifies components, or elements, allocates
functions to those elements, and describes
the relationships between the elements.

Develop detailed design

The systems engineer analyzes design
constraints, analyzes trade-offs, does
detailed system design, and considers
life-cycle support. The systems engineer
traces all of the system requirements to the
elements until all are addressed. The final
detailed design results in component and
interface specifications that provide
sufficient information for acquisition when
the system is implemented.

Implement system

The systems engineer moves the system from
specifications to the tangible. The main
activities are acquisition, integration,
configuration, testing, documentation, and
training. Components are tested and
evaluated to ensure that they meet the
specifications. After successful testing, the
individual components — hardware, software,
and firmware — are integrated, properly
configured, and tested as a system.

Design system security architecture
The information systems security
engineer works with the systems
engineer in the areas of functional
analysis and allocation by analyzing
candidate architectures, allocating
security services, and selecting security
mechanisms. The information systems
security engineer identifies components,
or elements, allocates security functions
to those elements, and describes the
relationships between the elements.

Develop detailed security design

The information systems security
engineer analyzes design constraints,
analyzes trade-offs, does detailed system
and security design, and considers life-
cycle support. The information systems
security engineer traces all of the system
security requirements to the elements
until all are addressed. The final detailed
security design results in component and
interface specifications that provide
sufficient information for acquisition
when the system is implemented.

Implement system security

The information systems security
engineer participates in a
multidisciplinary examination of all
system issues and provides input to C&A
process activities, such as verification that
the system as implemented protects
against the threats identified in the
original threat assessment; tracking of
information protection assurance
mechanisms related to system
implementation and testing practices;
and providing input to system life-cycle
support plans, operational procedures,
and maintenance training materials.
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SE Activities

ISSE Activities

Assess effectiveness

The results of each activity are evaluated to
ensure that the system will meet the users’
needs by performing the required functions
to the required quality standard in the
intended environment. The systems engineer
examines how well the system meets the

Assess information protection
effectiveness

The information systems security
engineer focuses on the effectiveness of
the information protection —whether the
system can provide the confidentiality,
integrity, availability, authentication and

needs of the mission. nonrepudiation for the information it is
processing that is required for mission

success.

The Systems Development Life Cycle

National Institute of Standards and Technology (NIST) Special Publication 800-14,
“Generally Accepted Principles and Practices for Securing Information Technology
Systems,” defines the SDLC in terms of five phases:

1. Initiation

2. Development/acquisition
3. Implementation

4. Operation/maintenance

5. Disposal

Initiation

The need for the system and its purpose are documented. A sensitivity assessment
is conducted as part of this phase. A sensitivity assessment evaluates the sensitiv-
ity of the IT system and the information to be processed.

Development/acquisition

In this phase, which includes the development and acquisition activities, the sys-
tem is designed, developed, programmed, and acquired. Security requirements are
developed simultaneously with the definition of the system requirements. The
information security requirements include such items as access controls and
security awareness training.

Implementation

Implementation involves installation, testing, security testing, and accreditation.
During installation, security features should be enabled and configured. Also, sys-
tem testing should be performed to ensure that the components function as
planned. System security accreditation is performed in this phase. Accreditation is
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the formal authorization for system operation by the accrediting official and an
explicit acceptance of risk.

Operation/maintenance

The system performs its designed functions. This phase includes security operations,
modification or addition of hardware or software, administration, operational assur-
ance, monitoring, and audits. These activities include performing backups, conduct-
ing training classes, managing cryptographic keys, and updating security software.

Disposal

This last phase includes disposition of system components and products (such as
hardware, software, and information), disk sanitization, archiving files, and moving
equipment. Information may be moved to another system, archived, discarded, or
destroyed. Keys for encrypted data should be stored in the event that the informa-
tion is needed in the future. Data on magnetic media should be purged by overwrit-
ing, degaussing, or destruction.

Information systems security and the SDLC

A number of NIST documents describe methodologies and principles for incorporating
information systems security into the SDLC. The primary documents are as follows:

4 Generally Accepted Principles and Practices for Securing Information
Technology Systems, SP 800-14, National Institute of Standards and Technology,
September 1996.This publication defines 8 system security principles and 14
practices.

4+ Engineering Principles for Information Technology Security (EP-ITS), A
Baseline for Achieving Security, SP 800-27, National Institute of Standards and
Technology, June 2001. This document develops a set of 33 engineering princi-
ples for information technology security, which provide a system-level per-
spective of information system security. These 33 principles incorporate the
concepts developed in the 8 principles and 14 practices detailed in SP 800-14.

4+ Security Considerations in the Information System Development Life Cycle, SP
800-64, National Institute of Standards and Technology, September-October
2003. NIST SP 800-64 details a framework for incorporating information sys-
tems security into all the phases of the SDLC activity, using cost-effective
control measures.

Generally accepted principles for securing information technology

The Organization for Economic Cooperation and Development (OECD) guidelines
(www.oecd. orqg) for the security of information systems were the foundation for the
following eight information security principles of NIST Special Publication 800-14.

4+ Computer security supports the mission of the organization.
4+ Computer security is an integral element of sound management.

4+ Computer security should be cost-effective.
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4+ Systems owners have security responsibilities outside their own organizations.

4+ Computer security responsibilities and accountability should be made
explicit.

4+ Computer security requires a comprehensive and integrated approach.
4+ Computer security should be periodically reassessed.

4+ Computer security is constrained by societal factors.

Common practices for securing information technology
NIST SP 800-14 also lists the following common IT practices for incorporating infor-

mation system security into the SDLC:
4+ Policy —Have in place the following three types of policies:
¢ A program policy to create and define a computer security program
e An issue-specific policy to address specific areas and issues
¢ A system-specific policy to focus on decisions made by management
These policies are sometimes referred to as plans, procedures, or directives.
4+ Program management — Management of computer security at appropriate
multiple levels with centralized enforcement and oversight.

4+ Risk management— The process of assessing risk, taking steps to reduce risk
to an acceptable level, and maintaining that level of risk.

4 Life-cycle planning — Managing security by planning throughout the system
life cycle. A security plan should be developed prior to initiation of the life
cycle activities so that it can be followed during the life-cycle process. Recall
that the IT system life cycle as defined in SP 800-14 is composed of the follow-
ing five phases:

e Initiation

¢ Development/Acquisition
¢ Implementation

e Operation/Maintenance
¢ Disposal

4+ Personnel/user issues — These issues relate to managers, users, and imple-
menters and their authorizations and access to IT computing resources.

4 Preparing for contingencies and disasters — Planning to ensure that the orga-
nization can continue operations in the event of disasters and disruptions.

4+ Computer security incident handling — Reacting quickly and effectively in
response to malicious code and internal or external unauthorized intrusions.

4 Awareness and training — Providing computer security awareness training to
all personnel interacting with the IT systems.
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4 Security considerations in computer support and operations — Applying
information system security principles to the tasks performed by system
administrators and to external system support activities.

4+ Physical and environmental security —Implementing environmental and
physical security controls, such as maintaining proper temperature and
humidity and securing laptops and magnetic media.

4+ Identification and authentication — Implementing the access control mea-
sures of identification and authentication to ensure that unauthorized person-
nel do not have privileges to access the resources of an IT system.

4 Logical access control — Technical means of enforcing the information sys-
tem security policy to limit access to IT resources to authorized personnel.

4 Audit trails—Recording system activity and providing the capability to
accomplish individual accountability, detection of intrusions, reconstruction
of past events, and identification of problems.

4+ Cryptography — Providing security services, including protecting the confi-
dentiality and integrity of information and implementing electronic signatures.

Engineering Principles for Information Technology Security (EP-ITS)
These 33 principles of NIST 800-27 are derived from concepts found in the 8 princi-

ples and 14 practices of SP 800-14 and provide a system-level approach to IT security.
1. Establish a sound security policy as the “foundation” for design.
2. Treat security as an integral part of the overall system design.

3. Clearly delineate the physical and logical security boundaries governed by
associated security policies.

4. Reduce risk to an acceptable level.
5. Assume that external systems are insecure.

6. Identify potential trade-offs between reducing risk and increased costs and
decrease in other aspects of operational effectiveness.

7. Implement layered security (ensure no single point of vulnerability).

8. Implement tailored system security measures to meet organizational security
goals.

9. Strive for simplicity.

10. Design and operate an IT system to limit vulnerability and to be resilient in
response.

11. Minimize the system elements to be trusted.

12. Implement security through a combination of measures distributed physically
and logically.



13.

14.
15.

16.

17.

18.

19.
20.

21.

22.

23.
24.
25.
26.
27.
28.

29.
30.
31.
32.
33.
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Provide assurance that the system is, and continues to be, resilient in the face
of unexpected threats.

Limit or contain vulnerabilities.

Formulate security measures to address multiple overlapping information
domains.

Isolate public access systems from mission-critical resources (for example,
data processes).

Use boundary mechanisms to separate computing systems and network
infrastructures.

Where possible, base security on open standards for portability and
interoperability.

Use common language in developing security requirements.

Design and implement audit mechanisms to detect unauthorized use and to
support incident investigations.

Design security to allow for regular adoption of new technology, including a
secure and logical technology upgrade process.

Authenticate users and processes to ensure appropriate access control deci-
sions both within and across domains.

Use unique identities to ensure accountability.

Implement least privilege.

Do not implement unnecessary security mechanisms.

Protect information while it is being processed, in transit, and in storage.
Strive for operational ease of use.

Develop and exercise contingency or disaster recovery procedures to ensure
appropriate availability.

Consider custom products to achieve adequate security.

Ensure proper security in the shutdown or disposal of a system.
Protect against all likely classes of attacks.

Identify and prevent common errors and vulnerabilities.

Ensure that developers are trained to develop secure software.

Information system development cycle

Publication 800-64, “Security Considerations in the Information System Development
Life Cycle,” complements NIST Special Publications 800-14 and 800-27 and expands
on the SDLC concepts presented in these two publications. Table 1-5, taken from SP
800-64, illustrates information systems security as applied in the SDLC.
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The activities of each step in Table 1-5, as described in NIST SP 800-64, are
expanded in the following list:

4 Initiation phase:

Security categorization — Defines three levels (low, moderate, or high)
of potential impact on organizations or individuals should there be a
breach of security (a loss of confidentiality, integrity, or availability).
Security categorization standards assist organizations in making the
appropriate selection of security controls for their information systems.

Preliminary risk assessment — Results in an initial description of the
basic security needs of the system. A preliminary risk assessment
should define the threat environment in which the system will operate.

4 Acquisition and development phase:

Risk assessment— An analysis that identifies the protection require-
ments for the system through a formal risk assessment process. This
analysis builds on the initial risk assessment performed during the
Initiation phase, but will be more in-depth and specific.

Security functional requirements analysis — An analysis of require-
ments that may include the following components: a system security
environment (that is, enterprise information security policy and enter-
prise security architecture) and security functional requirements.

Assurance requirements analysis security — An analysis of require-
ments that address the developmental activities required and assurance
evidence needed to produce the desired level of confidence that the
information security will work correctly and effectively. The analysis,
based on legal and functional security requirements, will be used as the
basis for determining how much and what kinds of assurance are
required.

Cost considerations and reporting — Determines how much of the
development cost can be attributed to information security over the life
cycle of the system. These costs include hardware, software, personnel,
and training.

Security planning — Ensures that agreed-upon security controls,
planned or in place, are fully documented. The security plan also pro-
vides a complete characterization or description of the information sys-
tem as well as attachments or references to key documents supporting
the agency’s information security program (for example, configuration
management plan, contingency plan, incident response plan, security
awareness and training plan, rules of behavior, risk assessment, security
test and evaluation results, system interconnection agreements, security
authorizations and accreditations, and plan of action and milestones).
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Security control development — Ensures that security controls
described in the respective security plans are designed, developed, and
implemented. For information systems currently in operation, the secu-
rity plans for those systems may call for the development of additional
security controls to supplement the controls already in place or the mod-
ification of selected controls that are deemed to be less than effective.

Developmental security test and evaluation — Ensures that security
controls developed for a new information system are working properly
and are effective. Some types of security controls (primarily those con-
trols of a nontechnical nature) cannot be tested and evaluated until the
information system is deployed —these controls are typically manage-
ment and operational controls.

Other planning components —Ensures that all necessary components
of the development process are considered when incorporating security
into the life cycle. These components include selection of the appropri-
ate contract type, participation by all necessary functional groups within
an organization, participation by the certifier and accreditor, and devel-
opment and execution of necessary contracting plans and processes.

4+ Implementation phase:

Inspection and Acceptance —Ensures that the organization validates
and verifies that the functionality described in the specification is
included in the deliverables.

Security Control Integration — Ensures that security controls are inte-
grated at the operational site where the information system is to be
deployed for operation. Security control settings and switches are
enabled in accordance with vendor instructions and available security
implementation guidance.

Security certification — Ensures that the controls are effectively imple-
mented through established verification techniques and procedures and
gives organization officials confidence that the appropriate safeguards
and countermeasures are in place to protect the organization’s informa-
tion system. Security certification also uncovers and describes the
known vulnerabilities in the information system.

Security accreditation — Provides the necessary security authorization
of an information system to process, store, or transmit information that
is required. This authorization is granted by a senior organization official
and is based on the verified effectiveness of security controls to some
agreed-upon level of assurance and an identified residual risk to agency
assets or operations.

4+ Operations and maintenance phase:

Configuration management and control —Ensures adequate considera-
tion of the potential security impacts due to specific changes to an
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information system or its surrounding environment. Configuration
management and configuration control procedures are critical to estab-
lishing an initial baseline of hardware, software, and firmware compo-
nents for the information system and subsequently controlling and
maintaining an accurate inventory of any changes to the system.

Continuous monitoring — Ensures that controls continue to be effective
in their application through periodic testing and evaluation. Security
control monitoring (that is, verifying the continued effectiveness of
those controls over time) and reporting the security status of the infor-
mation system to appropriate agency officials is an essential activity of
a comprehensive information security program.

4+ Disposition phase:

¢ Information preservation — Ensures that information is retained, as
necessary, to conform to current legal requirements and to accommo-
date future technology changes that may render the retrieval method
obsolete.

¢ Media sanitization — Ensures that data is deleted, erased, and written
over, as necessary.

e Hardware and software disposal —Ensures that hardware and software
is disposed of as directed by the information system security officer.
After discussing these phases and the information security steps in
detail, the guide provides specifications, tasks, and clauses that can be
used in a request for proposal (RFP) to acquire information security
features, procedures, and assurances.

Risk Management

NIST Special Publication 800-30, “Risk Management Guide for Information
Technology Systems,” defines risk management as comprising three processes: risk
assessment, risk mitigation, and evaluation and assessment.

Risk assessment consists of the following:

4 Identification and evaluation of risks
4 Identification and evaluation of risk impacts

4+ Recommendation of risk-reducing measures
Risk mitigation involves the following:

4 Prioritizing appropriate risk-reducing measures recommended from the risk
assessment process
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4+ Implementing appropriate risk-reducing measures recommended from the risk
assessment process

4+ Maintaining the appropriate risk-reducing measures recommended from the
risk assessment process

Evaluation and assessment includes a continuous evaluation process. For example,
the designated approving authority, (DAA) has the responsibility for determining if
the residual risk in the system is acceptable or if additional security controls
should be implemented to achieve accreditation of the IT system.

The DAA is the primary government official responsible for implementing system
security. The DAA is an executive with the authority and ability to balance the
needs of the system with the security risks. This person determines the acceptable
level of residual risk for a system and must have the authority to oversee the bud-
get and IS business operations of systems under his/her purview.

Definitions

It is important to understand key definitions associated with risk management.
These terms are taken from SP 800-30 and are useful in the discussion of applying
risk management to the SDLC process.

Risk
Risk is “a function of the likelihood of a given threat-source’s exercising a particular

potential vulnerability, and the resulting impact of that adverse event on the
organization.”

Threat

A threat is defined as “the potential for a threat-source to exercise (accidentally
trigger or intentionally exploit) a specific vulnerability.”

Threat-source

A threat-source is defined as “either (1) intent and method targeted at the inten-
tional exploitation of a vulnerability or (2) a situation and method that may acci-
dentally trigger a vulnerability.” Common threat-sources include natural threats,
such as storms and floods, human threats, such as malicious attacks and uninten-
tional acts, and environmental threats, such as power failure and liquid leakage.

Vulnerability

A vulnerability is defined as “a flaw or weakness in system security procedures,
design, implementation, or internal controls that could be exercised (accidentally
triggered or intentionally exploited) and result in a security breach or a violation of
the system’s security policy.”
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Impact refers to the “magnitude of harm that could be caused by a threat exploiting
a vulnerability. The level of impact is governed by the potential mission impacts
and in turn produces a relative value for the IT assets and resources affected (the
criticality and sensitivity of the IT system components and data).”

Risk management and the SDLC

The risk management process minimizes the impact of threats realized and pro-
vides a foundation for effective management decision-making. Thus, it is very
important that risk management be a part of the system development life cycle.
The three risk management processes, risk assessment, risk mitigation, and evalua-
tion and assessment, are to be performed during each of the five phases of the
SDLC. Table 1-6, taken from NIST SP 800-30, details the risk management activities
that should be performed for each SDLC phase.

Table 1-6

Risk Management in the SDLC Cycle

SDLC

Phase

Risk Management Activities

Phase 1 —Initiation

Phase 2 — Development
or Acquisition

Phase 3 —
Implementation

The need for an IT system
is expressed and the

purpose and scope of the
IT system is documented.

The IT system is designed,
purchased, programmed,
developed, or otherwise
constructed.

The system security features
should be configured,

enabled, tested, and verified.

Identified risks are used to
support the development of the
system requirements, including
security requirements, and a
security concept of operations
(strategy).

The risks identified during this
phase can be used to support the
security analyses of the IT system
that may lead to architecture and
design tradeoffs during system
development.

The risk management process
supports the assessment of the
system implementation against
its requirements and within its
modeled operational
environment. Decisions regarding
risks identified must be made
prior to system operation.

Continued
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Table 1-6 (continued)

SDLC Phase Risk Management Activities

Phase 4 — Operation The system performs its Risk management activities are

or Maintenance functions. Typically, the performed for periodic system
system is being modified on  reauthorization (or
an ongoing basis through reaccreditation) or whenever
the addition of hardware major changes are made to an IT
and software and by system in its operational,
changes to organizational production environment (for
processes, policies, and example, new system interfaces).
procedures.

Phase 5 — Disposal This phase may involve the Risk management activities are
disposition of information, performed for system
hardware, and software. components that will be disposed
Activities may include of or replaced to ensure that the
moving, archiving, discarding, hardware and software are
or destroying information properly disposed of, that residual
and sanitizing the hardware  data is appropriately handled,
and software. and that system migration is

conducted in a secure and
systematic manner.

To be effective, risk management must be supported by management and informa-
tion system security practitioners. Some of the key personnel that should actively
participate in the risk management activities follow:

4 Senior management — Provides the required resources and meets responsi-
bilities under the principle of due care

4 Chief information officer (CIO) — Considers risk management in IT planning,
budgeting, and meeting system performance requirements

4+ System and information owners —Ensures that controls and services are
implemented to address information system confidentiality, integrity, and
availability

4+ Business and functional managers — Makes trade-off decisions regarding
business operations and IT procurement that affect information security

4+ Information system security officer (ISSO) — Participates in applying
methodologies to identify, evaluate, and reduce risks to the mission-critical IT
systems

4 IT security practitioners —Ensures the correct implementation of IT system
information system security requirements

i i — i i ini -
4 Security awareness trainers — Incorporates risk assessment in training pro
grams for the organization’s personnel
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Risk assessment
Risk assessment comprises the following steps:

. System characterization

. Threat identification

. Vulnerability identification
. Control analysis

. Likelihood determination

. Impact analysis

. Risk determination

. Control recommendations

© W N DU AW N -

. Results documentation

Each of these steps is summarized in the following sections.

System characterization
This step characterizes and defines the scope of the risk assessment process.
During this step, the following information about the system must be gathered:
4+ Software
4+ Hardware
4+ Data
4+ System interfaces
4+ IT system users
4+ IT system support personnel
4 System mission
4 Criticality of the system and data
4+ System and data sensitivity
4+ Functional system requirements
4+ System security policies
4+ System security architecture
4+ Network topology
4+ Information storage protection
4+ System information flow

4 Technical security controls
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4 Physical security environment

4+ Environmental security

Questionnaires, on-site interviews, review of documents, and automated scanning
tools are used to obtain the required information. The output from this step is as
follows:

4 Characterization of the assessed IT system
4+ Comprehension of the IT system environment

4 Delineation of the system boundary

Threat identification

This step identifies potential threat-sources and compiles a statement of the threat-
sources that relate to the IT system under evaluation. Sources of threat information
include the Federal Computer Incident Response Center (FedCIRC), intelligence
agencies, mass media, and Web-based resources.

The output from this step is a statement that provides a list of threat-sources that
could exploit the system’s vulnerabilities.

Vulnerability identification

This step results in a list of system vulnerabilities that might be exploited by poten-
tial threat-sources. Vulnerabilities can be identified through vulnerability analyses,
including information from previous information assessments; audit reports; the
NIST vulnerability database (http://icat.nist.gov/icat.cfm); FedCIRC and
DOE security bulletins; vendor data; commercial computer incident response
teams; and system software security analyses.

Testing of the IT system is also an important tool in identifying vulnerabilities.
Testing can include the following:

4+ Security test and evaluation (ST&E) procedures
4+ Penetration-testing techniques

4 Automated vulnerability scanning tools

This phase also involves determining whether the security requirements identified
during system characterization are being met. Usually, the security requirements
are listed in a table with a corresponding statement about how the requirement is
or is not being met. The checklist addresses management, operational, and techni-
cal information system security areas. The result of this effort is a security require-
ments checklist. Some useful references for this activity are the Computer Security
Act of 1987, the Privacy Act of 1974, the organization’s security policies, industry
best practices, and NIST SP 800-26, Security Self-Assessment Guide for Information
Technology Systems.
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The output from this step is a list of system vulnerabilities or observations that
could be exploited by the potential threat-sources.

Control analysis

This step analyzes the controls that are in place or in the planning stage to mini-
mize or eliminate the probability that a threat will exploit vulnerability in the
system.

Controls can be implemented through technical means such as computer hardware
or software, encryption, intrusion detection mechanisms, and identification and
authentication subsystems. Other controls, such as security policies, administrative
actions, and physical and environmental mechanisms, are considered nontechnical
controls. Both technical and nontechnical controls can further be classified as pre-
ventive or detective controls. As the names imply, preventive controls attempt to
anticipate and stop attacks. Examples of preventive, technical controls are encryp-
tion and authentication devices. Detective controls are used to discover attacks or
events through such means as audit trails and intrusion detection systems.

Changes in the control mechanisms should be reflected in the security requirement
checklist.

The output of this step is a list of current and planned control mechanisms for the
IT system to reduce the likelihood that a vulnerability will be exercised and to
reduce the impact of an attack or event.

Likelihood determination

This activity develops a rating that provides an indication of the probability that a
potential vulnerability might be exploited based on the defined threat environment.
This rating takes into account the type of vulnerability, the capability and motiva-
tion of the threat-source, and the existence and effectiveness of information system
security controls. The likelihood levels are given as high, medium, and low, as illus-
trated in Table 1-7.

Table 1-7
Definitions of Likelihood
Level of Likelihood Definition of Likelihood
High A highly motivated and capable threat-source and ineffective

controls to prevent exploitation of the associated vulnerability

Medium A highly motivated and capable threat-source and controls
that might impede exploitation of the associated vulnerability

Low Lack of motivation or capability in the threat-source or
controls in place to prevent or significantly impede the
exploitation of the associated vulnerability
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The output of this step is a likelihood rating of high, medium, or low.

Impact analysis
Three important factors should be considered in calculating the negative impact of
a threat realized:

4 The mission of the system, including the processes implemented by the
system

4+ The criticality of the system, determined by its value and the value of the data
to the organization

4+ The sensitivity of the system and its data

The information necessary to conduct an impact analysis can be obtained from
existing organizational documentation, including a business impact analysis (BIA),
or mission impact analysis report, as it is sometimes called. This document uses
either quantitative or qualitative means to determine the impacts caused by com-
promise or harm to the organization’s information assets. An attack or adverse
event can result in compromise or loss of information system confidentiality,
integrity, and availability. As with the likelihood determination, the impact on

the system can be qualitatively assessed as high, medium, or low, as shown in
Table 1-8.

Table 1-8
Definitions of Likelihood

Impact Magnitude Definition of Impact

High Possibility of costly loss of major tangible assets or resources;
might cause significant harm or impedance to the mission of an
organization; might cause significant harm to an organization'’s
reputation or interest; might result in human death or injury

Medium Possibility of costly loss of tangible assets or resources; might
cause harm or impedance to the mission of an organization;
might cause harm to an organization’s reputation or interest;
might result in human injury

Low Possibility of loss of some tangible assets or resources; might
noticeably affect an organization’s mission; might noticeably
affect an organization’s reputation or interest

The following additional items should be included in the impact analysis:

4+ The estimated frequency of the threat-source’s exploitation of a vulnerability
on an annual basis

4+ The approximate cost of each of these occurrences
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4+ A weight factor based on the relative impact of a specific threat exploiting a
specific vulnerability

The output of this step is the magnitude of impact: high, medium, or low.

Risk determination

This step determines the level of risk to the IT system. The risk is assigned for a
threat/vulnerability pair and is a function of the following characteristics:

4+ The likelihood that a particular threat-source will exploit an existing IT system
vulnerability

4+ The magnitude of the resulting impact of a threat-source successfully exploit-
ing the IT system vulnerability

4+ The adequacy of the existing or planned information system security controls
for eliminating or reducing the risk

Mission risk is calculated by multiplying the threat likelihood ratings (the probabil-
ity that a threat will occur) by the impact of the threat realized. A useful tool for
estimating risk in this manner is the risk-level matrix. An example risk-level matrix
is shown in Table 1-9. In the table, a high likelihood that the threat will occur is
given a value of 1.0; a medium likelihood is assigned a value of 0.5; and a low likeli-
hood of occurrence is given a rating of 0.1. Similarly, a high impact level is assigned
a value of 100, a medium impact level 50, and a low impact level 10.

Table 1-9
A Risk-Level Matrix Example

Likelihood of Threat Low Impact (10) Medium Impact (50) High Impact (100)

High (1.0) Low 10x 1.0=10 Medium 50 x 1.0 =50 High 100 x 1.0 = 100
Medium (0.5) Low 10x0.5=5 Medium 50 x 0.5 =25 High 100 x 0.5 =50
Low (0.1) Low 10 x 0.1 =1 Medium 50 x 0.1 =5  High 100 x 0.1 =10

Using the risk level as a basis, the next step is to determine the actions that senior
management and other responsible individuals must take to mitigate estimated
risk. General guidelines for each level of risk follow:

4+ High-risk level — At this level, there is a high level of concern and a strong
need for a plan for corrective measures to be developed as soon as possible.

4 Medium-risk level —For medium risk, there is concern and a need for a plan
for corrective measures to be developed within a reasonable period of time.

4 Low-risk level —For low risk, the system’s DAA must decide whether to
accept the risk or implement corrective actions.
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The output of the risk determination step is risk level of high, medium, or low.

Control recommendations
This step specifies the controls to be applied for risk mitigation. To specify appro-
priate controls, the following issues must be considered:

4 Organizational policy

4 Cost-benefit

4 Operational impact

4+ Feasibility

4+ Applicable legislative regulations

4 The overall effectiveness of the recommended controls
4+ Safety, reliability

The output of this step is a recommendation of controls and any alternative solu-
tions to mitigate risk.

Results documentation

The final step in the risk assessment process is the development of a risk assess-
ment report. This report is directed at management and should contain information
to support appropriate decisions on budget, policies, procedures, management,
and operational issues.

The output of this step is a risk assessment report that describes threats and
vulnerabilities, risk measurements, and recommendations for implementation of
controls.

Risk mitigation

Risk mitigation prioritizes, evaluates, and implements the controls that are an out-
put of the risk assessment process. Because risk can never be completely elimi-
nated and control implementation must make sense under a cost-benefit analysis, a
least-cost approach with minimal adverse impact on the IT system is usually taken.

Risk mitigation options

Risk mitigation can be classified into the following options:
4+ Risk assumption — Accept the risk and keep operating.
4+ Risk avoidance —Forgo some functions.

4 Risk limitation — Implement controls to minimize the adverse impact of
threats realized.



Chapter 1 4+ Information System Security Principles

4+ Risk planning — Develop a risk mitigation plan to prioritize, implement, and
maintain controls.

4+ Research and development — Research control types and options.

4+ Risk transference — Transfer risk to other sources, such as purchasing
insurance.

Categories of controls
Controls to mitigate risks can be broken into the following categories:

4 Technical
4+ Management

4 Operational

4 A combination of the above
Technical controls comprise the following:

4+ Supporting controls — These controls implement identification, crypto-
graphic key management, security administration, and system protections.

4 Preventive controls — Preventive technical controls include authentication,
authorization, access control enforcement, nonrepudiation, protected com-
munications, and transaction privacy.

4 Detection and recovering controls — These technical controls include audit,
intrusion detection and containment, proof of wholeness (system integrity),
restoration to a secure state, and virus detection and eradication.

Management controls comprise the following:

4+ Preventive controls —Preventive management controls include assigning
responsibility for security, and developing and maintaining security plans,
personnel security controls, and security awareness and technical training.

4 Detection controls — Detection controls involve background checks, person-
nel clearance, periodic review of security controls, periodic system audits,
risk management, and authorization of IT systems to address and accept
residual risk.

4+ Recovery controls— These controls provide continuity of support to develop,
test, and maintain the continuity of the operations plan and establish an inci-
dent response capability.
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Operational security controls are divided into preventive and detection types.
Their functions are listed as follows:

4+ Preventive controls — These operational controls comprise control of media
access and disposal, limiting external data distribution, control of software
viruses, securing wiring closets, providing backup capability, protecting lap-
tops and personal computers, protecting IT assets from fire damage, provid-
ing an emergency power source, and control of humidity and temperature.

4+ Detection controls — Detection operation controls include providing physical
security through the use of items such as cameras and motion detectors and
ensuring environmental security by using smoke detectors, sensors, and
alarms.

Evaluation and assessment

The risk that remains after the implementation of controls is called the residual risk.
All systems will have residual risk because it is virtually impossible to completely
eliminate risk to an IT system. An organization’s senior management or the DAA is
responsible for authorizing or accrediting the IT system to begin or continue to
operate. The authorization or accreditation must take place every three years in
federal agencies or whenever major changes are made to the system. The DAA
signs a statement accepting the residual risk when accrediting the IT system for
operation. If the DAA determines that the residual risk is at an unacceptable level,
the risk management cycle must be redone with the objective of lowering the
residual risk to an acceptable level.

Summary

The formal SE process and the corresponding ISSE process provide a solid frame-
work for specifying, designing, implementing, and assessing high-quality and secure
information systems. Similarly, risk management and information system security
principles applied throughout the SDLC ensure that the target system maintains an
acceptable level of risk from its development phase through to its disposal phase.
The layered Defense-in-Depth strategy supports the SE, ISSE, SDLC, and risk man-
agement processes in providing an effective implementation strategy for securing
the enclave boundary.
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Information
System Security
Management

Information system security management comprises a vari-
ety of techniques that can significantly reduce the risk of
compromise to confidentiality, integrity, and availability infor-
mation systems. Management tools and techniques, although
not as glamorous as high-tech approaches, can be highly effec-
tive in implementing and maintaining information system secu-
rity at reasonable cost. Such tools include security policies,
vacation scheduling, employee background checks, awareness
training, and contingency planning. Just as social engineering
can easily help you acquire information that would require
large expenditures of time and resources to obtain by techni-
cal means, information security management practices can
produce significant reductions in risk at reasonable cost.

This chapter describes the tools and techniques of informa-
tion system security management, including administrative
procedures, recovery methods, back up of critical data, physi-
cal security, and legal or liability issues.

Security Policies

High-level policies are general statements of management’s
intent. Policies are usually mandatory; however, some policies
are either strong recommendations or informative resources.

A policy should be applied throughout the organization in a
consistent manner and provide a reference for employees in
the conduct of their everyday activities. A well-thought-out
and well-written policy also provides liability protection for an
organization and its senior management.

CHAPTER
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Conducting security
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Developing business
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Policies are at the top of the hierarchy of policies, standards, guidelines, baselines,
and procedures, as shown in Figure 2-1.

Senior Management Policy Statement

!

Organizational Policy

!

Functional Policy

!

Standards

Guidelines <= Baselines

|

Procedures

Figure 2-1: Hierarchy of policies, standards,
baselines, guidelines, and procedures

Senior management policy statement

The senior management policy statement sets the tone and guidance for the stan-
dards, guidelines, baselines, and procedures to be followed by the organization. For
a security policy, this statement declares the importance of securing the networks
and computing resources of the organization, management’s commitment to infor-
mation system security, and authorization for the development of standards, proce-
dures, and guidelines. This senior management policy statement might also indicate
individuals or roles in the organization that have responsibilities for policy tasks.

Specific instantiations of senior management policy statements are advisory, regula-
tory, and informative policies. The National Institute of Standards and Technology
(NIST) defines additional polices for use by U.S. government agencies. These
polices are program specific, system specific, and issue specific.
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Advisory policies

Even though policies are usually considered mandatory, advisory security policies
are strong recommendations. These policies recommend courses of action or
approaches but allow for independent judgment in the event of special cases. The
advisory policy can provide guidance as to its application and indicate circum-
stances where it might not be applicable, such as during an emergency.

Regulatory policies

Regulatory policies are intended to ensure that an organization implements the
standard procedures and best practices of its industry. These policies apply to
institutions such as banks, insurance companies, investment companies, public
utilities, and so on.

Informative policies

Informative policies provide information and, generally, require no action by the
affected individuals. An informative policy, however, might prohibit and specify
penalties for certain activities, such as downloading objectionable material on an
organization’s computer. The policy would, therefore, inform the user of the
prohibited activities and resultant consequences of practicing those activities.

U.S. Government policy types

The NIST provides guidance in the area of information system and network security
policies for government agencies. NIST Special Publication 800-12, “An Introduction to
Computer Security,” divides computer system security policies into three categories:

4+ Program policies are strategic statements addressing an organization’s com-
puter and network security program.

4+ System-specific policies are concerned with the technical aspects of a partic-
ular computer, network, or device type.

4+ Issue-specific policies focus on specific situations on a non-technical, strate-
gic basis. An example of an issue-specific policy would be directives concern-
ing unlicensed use of software packages.

Standards, guidelines, procedures, and baselines

Standards, guidelines, procedures, and baselines flow from the high-level policy
statements and serve to realize the high level policy.

4 Standards are compulsory and usually refer to specific hardware and/or soft-
ware. For example, an organization might specify a standard operating system
or standard platform that must be used by all of its employees. By employing
standards, an organization can implement security controls effectively for the
enterprise.

45



46

Part | + Security Principles and Practices

4+ Guidelines are suggestions to the personnel of an organization on how to effec-
tively secure their networks and computers. Guidelines provide flexibility and
allow users to implement security controls in more than one way. They also can
be used to ensure that important security measures are not overlooked.

4+ Procedures are compulsory, detailed steps to be followed in order to accom-
plish specific tasks. The step-by-step activities described in a procedure serve
to implement the higher-level policy statement, standards, and guidelines.
Examples of procedures are those used in preparing new user accounts or
assigning privileges.

4+ Baselines are similar to standards and represent a level of implementation of
security controls that provides protection that is equivalent to the protection
available to other similar reference entities. The baseline of controls should
be applied consistently across an organization, and provides the basis for
development of the computer and network security architectures. The base-
line level of protection is compulsory and can be used to develop the required
organizational information system security standards.

Security Awareness

Senior management has the obligation to ensure that the employees of an organiza-
tion are aware of their responsibilities in protecting that organization’s computers
and networks from compromise. Similarly, employees should be diligent in their
everyday work habits and embrace good information system security practices.
Security awareness refers to the collective consciousness of an organization’s
employees relative to security controls and their application to the protection of
the organization’s critical and sensitive information.

Employee’s security awareness can have a significant impact on detecting fraud,
reducing unauthorized computer- and network-related activities, and preventing
security compromises in general.

Demonstrating that there are consequences for violating an organization’s security
policy can emphasize the importance of security awareness and good information
system security practices. Employees found in violation of the security policy
should be issued a warning, be reprimanded, or, in extreme cases, fired for compro-
mising the organization’s computer and network security. Security awareness can
also be reinforced through bulletins, newsletters, incentives, recognition, and
reminders in the form of log-on banners, lectures, and videos.

Training

Training is a tool that can increase employees’ security awareness and capabilities
in identifying, reporting, and handling compromises of confidentiality, integrity, and
availability of information systems. Some typical types of security training and tar-
get audiences are given in Table 2-1.
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Table 2-1

Types of Information Security Training

Training Type

Target Audience

Awareness
Security-related job training

High-level security training

Technical security training

Advanced information security training

Specific security software and
hardware product training

Personnel with security-sensitive positions
Operators and other designated users

Senior managers, functional managers, and
business unit managers

IT support personnel and system administrators

Security practitioners and information systems
auditors

Operators, IT support personnel, system
administrators, security practitioners, and
selected users

Measuring awareness

Information security awareness should be an institutionalized characteristic of an
organization and practiced as part of employees’ everyday activities. The level of
practiced security awareness should be sampled at reasonable intervals to obtain
assurance that related training and reminders are effective. Questionnaires, interac-
tive meetings, and hypothetical problem exercises can be used to measure employ-
ees’ security awareness. For example, one can obtain a fairly accurate picture of the
level of security awareness in an organization by asking the following questions to a

sampling of its personnel:

4+ Does your organization have an information security policy?

4+ Do you have a copy of that policy?

4+ Do you refer to that policy frequently?

4+ Do you know what security awareness means?

4+ How often does your organization conduct security awareness training and

refresher sessions?

4+ Do you feel your security awareness training provides with the necessary
knowledge and skills to handle information security incidents?

4 Are you aware of what would be considered an information security incident?

4 If you think an incident has occurred, what actions would you take?

4 To whom would you report an incident?

4+ Do you feel comfortable in handling an information security incident?
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Managing the Technical Effort

Security engineering should be an integrated component of the overall develop-
ment effort of a product or service. A successful security system engineering activ-
ity is the result of early and competent planning as well as effective management. A
program management plan supports proper planning and also serves in the devel-
opment of a systems engineering management plan that incorporates the system
security engineering requirements. A key individual in carrying out these plans is
the program manager. These elements are addressed in the following sections.

Program manager

A program is defined as a number of related projects that are managed as a whole
by a program manager. A program manager must administer processes that are
used to develop complex systems and is responsible for the system budget, sched-
ule, and performance objectives. These systems are the result of the integration of
systems engineering, systems security engineering, risk management, advanced
planning, and effective management techniques.

The program management plan and the systems engineering management plan are
tools used by the program manager to control the variables associated with a pro-
gram and ensure delivery of a quality product.

One of the organizations that has developed and refined program management
techniques is the U.S. Department of Defense (DoD). By its very nature, the DoD
has to acquire, manage, and maintain complex systems ranging from healthcare
records to missile systems. Thus, the DoD approach provides a good example of
effective program management principles and practices.

Program management plan

The program management plan is a high-level planning document for the program
and is the basis for other subordinate-level documents. The PMP also includes the
high-level system requirements. The systems engineering management plan and a
test and evaluation master plan evolve from the program management plan.

Systems engineering management plan

The systems engineering management plan integrates all the lower-level planning
documents and supports the requirements in the high-level system specifications.
It is the highest-level technical plan that supports the integration of subordinate
technical plans of various disciplines. It contains the following:

4+ Directions for development of an organizational team

4 Design tasks for the system development effort
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Department of Defense (DoD) Regulation 5000.2-R
Change 3, Mandatory Procedures for Major Defense

Acquisition Programs (MDAPs) and Major Automated
Information System (MAIS) Acquisition Programs

In the U.S. Department of Defense, a program manager is responsible for controlling many
critical factors, including performance, costs, schedules, personnel issues, and applicable
regulations. For network security, the program manager is responsible for ensuring that the
security requirements are integrated into the system architecture and the resulting risk is
acceptable. According to DoD Regulation 5000.2-R, Change 3, March 15, 1996:

... every acquisition program shall establish an Acquisition Program Baseline
(APB) to document the cost, schedule, and performance objectives and thresh-
olds of that program beginning at program initiation. ...The program manager,
in coordination with the user, shall prepare the APB at program initiation ... at
each subsequent major milestone decision, and following a program restruc-
ture or an unrecoverable program deviation. ... The APB shall contain only the
most important cost, schedule, and performance parameters. The most impor-
tant parameters are those that, if the thresholds were not met, the Milestone
Decision Authority (MDA) would require a reevaluation of alternative concepts
or design approaches. ... At each milestone review, the PM shall propose exit
criteria appropriate to the next phase of the program. .... Exit criteria are nor-
mally selected to track progress in important technical, schedule, or manage-
ment risk areas. The exit criteria shall serve as gates that, when successfully
passed or exited, demonstrate that the program is on track to achieve its final
program goals and should be allowed to continue with additional activities
within an acquisition phase or be considered for continuation into the next
acquisition phase.

4+ Concurrent engineering methods
4+ References for conducting systems security engineering tasks
4+ Delineation of responsibilities
Some of the principal headings in a typical systems engineering management plan
include the following:
4+ System Engineering Process
e Operational Requirements
e Technical Performance Measures
e System Level Functional Analysis

e System Test and Evaluation
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4 Technical Program Planning and Control
e Statement of Work
e Organizational Interfaces
e Work Breakdown Structure
¢ Scheduling and Cost Estimation
¢ Technical Performance Measurement
4+ Engineering Integration
¢ Electrical Engineering
* Mechanical Engineering
¢ Other Engineering Disciplines
e Security Engineering
4+ Configuration Management
4+ Data Management
4+ Risk Management
4 Reference Documents
Key components of the systems engineering management plan (the statement of

work, work breakdown structure, technical performance measurement, and the test
and evaluation master plan) are discussed in detail in the following sections.

Statement of work
A statement of work is a detailed description of the tasks and deliverables required

for a given project. It is derived from the general statement of work given in the pro-
gram management plan. The statement of work includes the following:

4+ A listing and description of the tasks to be accomplished.

4 Items to be delivered and a proposed schedule of delivery

4+ Input requirements from other tasks

4 Special requirements and conditions

4+ References to applicable specifications, standards, and procedures
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Work breakdown structure

The work breakdown structure (WBS) is a systematic organization of activities, tasks,
and subtasks that must be performed to complete a project. It is a deliverable-oriented
grouping of project components that organizes and defines the total scope of the pro-
ject; work not in the WBS is outside the scope of the project.

The WBS is applicable across a variety of applications and disciplines. A good
overview of the WBS is provided in the U.S. Department of Defense Handbook, “Work
Breakdown Structure”, MIL-HDBK-881, dated January 2, 1998. It formally defines the
WBS as having the following characteristics:

4+ “A product-oriented family tree composed of hardware, software, services,
data, and facilities. The family tree results from systems engineering efforts
during the acquisition of a defense materiel item.”

4+ “A WBS displays and defines the product, or products, to be developed and/or
produced. It relates the elements of work to be accomplished to each other
and to the end product.”

4+ “A WBS can be expressed down to any level of interest. However the top three
levels are as far as any program or contract need go unless the items identi-
fied are high cost or high risk. Then, and only then, is it important to take the
work breakdown structure to a lower level of definition.”

The WBS generally includes three levels of activity:

4+ Level 1 —Identifies the entire program scope of work to be produced and
delivered. Level 1 may be used as the basis for the authorization for of the
program work.

4+ Level 2—Identifies the various projects, or categories of activity, that must be
completed in response to program requirements. Program budgets are usually
prepared at this level.

4+ Level 3—Identifies the activities, functions, major tasks, or components of
the system that are directly subordinate to the Level 2 items. Program sched-
ules are generally prepared at this level.

Appendix A of MIL-HDBK-881 provides an example of a WBS for an aircraft system
as shown in Table 2-2.
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Table 2-2
WBS Levels for an Aircraft System
Level 1 Level 2 Level 3
Aircraft
System
Air Vehicle (AV)
Airframe
Propulsion

AV Applications Software
AV System Software
Communications/ldentification
Navigation/Guidance
Central Computer

Fire Control

Data Display and Controls
Survivability
Reconnaissance

Automatic Flight Control
Central Integrated Checkout
Antisubmarine Warfare
Armament

Weapons Delivery

Auxiliary Equipment

Sys Engineering/Program
Management

System Test and Evaluation
Development Test and Evaluation
Operational Test and Evaluation
Mock-ups
Test and Evaluation Support

Test Facilities



Chapter 2 4+ Information System Security Management

Level 1 Level 2 Level 3
Training
Equipment
Services
Facilities
Data

Peculiar Support Equipment

Common Support Equipment

Operational/Site Activation

Industrial Facilities

Initial Spares and Repair Parts

Technical Publications
Engineering Data
Management Data
Support Data

Data Depository

Test and Measurement Equipment

Support and Handling Equipment

Test and Measurement Equipment

Support and Handling Equipment

System Assembly, Installation and Checkout
On-site

Contractor Technical Support
Site Construction

Site/Ship/Vehicle Conversion

Construction/Conversion/Expansion
Equipment Acquisition or Modernization

Maintenance (Industrial Facilities)

In Table 2-2, the highest level of the WBS, Level 1, is an Aircraft System. The next
level in the hierarchy, Level 2, comprises subsystems or tasks associated with the
Aircraft System, such as the Air Vehicle itself, system test and evaluation, and com-
munications support equipment. Level 3 of the WBS is a breakdown of the Level 2
categories. For example, under the Air Vehicle, Level 3 components include the air-
frame, propulsion system, and fire control system.
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Technical performance measurement
Technical performance measurement (TPM) is another useful tool for managing

complex programs. As with the WBS, the DoD has developed excellent references
for TPM.

The old MIL-STD-499A (USAF), “Engineering Management,” U.S. Department of
Defense, dated May 1, 1974, and the Systems Engineering Fundamentals document, of
January 2001, Supplementary Text (www.dau.mi1/pubs/gdbks/sys_eng_fund.asp)
prepared by the Defense Acquisition University Press, Fort Belvoir, Virginia provide
excellent descriptions of TPM. The purposes of TPM are given as follows:

4+ Provide visibility of actual vs. planned performance

4+ Provide early detection or prediction of problems that require management
attention

4+ Support assessment of the program impact of proposed change alternatives

MIL-STD-499A also states “TPM assesses the technical characteristics of the system
and identifies problems through engineering analyses or tests which indicate per-
formance being achieved for comparison with performance values allocated or
specified in contractual documents.”

A TPM integrates the existing cost, schedule and technical performance informa-
tion that are generated by a program’s prime contractors and other team members.

The Office of the Secretary of Defense (OSD) publication, “Technical Performance
Measurement — Integrating Cost, Schedule and Technical Performance for State-of-
the-Art Project Management,” graphically depicts TPM as shown in Figure 2-2.

Program Program Government &
Requirements Cost & Schedule Contractor Input
Gov't/Contractor
Team Select Plan TPM Determine
Technical ] Progress ] Risk
Parameters
Parameter List Progress Plan Risk Profile
Weight  XXXXXX . 100
Empty XXXXXX
Method M XXXXXX | :

Figure 2-2: Technical performance measurement flow chart
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Test and evaluation master plan

The test and evaluation master plan (TEMP) provides direction for the technical and
management components of the testing effort. The activities involved in producing

a TEMP are as follows:

4+ Develop a detailed test plan that provides for complete test coverage of the

system under test

4 Communicate the nature and extent of the tests

4+ Establish an orderly schedule of events

4+ Specify organizational and equipment requirements

4 Define the testing methodology

4+ Compose a deliverables list

4+ Determine the expected outputs

4 Provide instructions for the execution of the tests

4 Maintain a written record of the test inputs

4+ Exercise system limits and abnormal inputs

The testing and evaluation activities performed under the TEMP can be separated
into different categories, depending on their functions and goals. A summary of
these categories is given in Table 2-3.

Table 2-3

Categories of Test and Evaluation

Test and Evaluation Type

Function and Goal

Analytical

Type 1 test

Type 2 test

Type 3 test

Type 4 test

Evaluations of design conducted early in the system life cycle
using computerized techniques such as CAD, CAM, CALS,
simulation, rapid prototyping, and other related approaches.

The evaluation of system components in the laboratory
using bench test models and service test models, designed
to verify performance and physical characteristics.

Testing performed during the latter stages of the detailed
design and development phase when preproduction
prototype equipment and software are available.

Tests conducted after initial system qualification and prior to
the completion of the production or construction phase. This
is the first time that all elements of the system are operated

and evaluated on an integrated basis.

Testing conducted during the system operational use and
life-cycle support phase, intended to provide further
knowledge of the system in the user environment.
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Configuration Management

Configuration management is the process of tracking and approving changes to a
system. It involves identifying, controlling, and auditing all changes made to the
system. It can address hardware and software changes, networking changes, or
any other change affecting security. Configuration management can also be used to
protect a trusted system while it is being designed and developed.

The primary security goal of configuration management is to ensure that changes
to the system do not unintentionally diminish security. For example, configuration
management might prevent an older version of a system from being activated as
the production system. Configuration management also makes it possible to accu-
rately roll back to a previous version of a system in case a new system is found to
be faulty. Another goal of configuration management is to ensure that system
changes are reflected in current documentation to help mitigate the impact that

a change might have on the security of other systems, while in either the produc-
tion or planning stages.

Configuration management is a discipline applying technical and administrative
direction to do the following:

4 Identify and document the functional and physical characteristics of each
configuration item for the system

4+ Manage all changes to these characteristics

4 Record and report the status of change processing and implementation
Configuration management involves process monitoring, version control, informa-
tion capture, quality control, bookkeeping, and an organizational framework to sup-
port these activities. The configuration being managed is the verification system
plus all tools and documentation related to the configuration process. In applica-

tions development, change control involves the analysis and understanding of the
existing code, and the design of changes, and corresponding test procedures.

Primary functions of configuration management
The primary functions of configuration management or change control are as follows:
4 To ensure that the change is implemented in an orderly manner through for-
malized testing
4 To ensure that the user base is informed of the impending change
4+ To analyze the effect of the change on the system after implementation

4+ To reduce the negative impact that the change might have had on the comput-
ing services and resources
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Five generally accepted procedures exist to implement and support the change
control process:

1. Applying to introduce a change

2. Cataloging the intended change

3. Scheduling the change

4. Implementing the change

5. Reporting the change to the appropriate parties

Definitions and procedures

The five major components of configuration management and their functions are as
follows:

4+ Configuration identification

4+ Configuration control

4+ Configuration status accounting
4+ Configuration auditing

4+ Documentation change control

These components are explained in the following sections.

Configuration identification

Configuration management entails decomposing the verification system into identi-
fiable, understandable, manageable, trackable units known as configuration items
(CIs). The decomposition process of a verification system into Cls is called configu-
ration identification. A Cl is a uniquely identifiable subset of the system that repre-
sents the smallest portion to be subject to independent configuration control
procedures.

ClIs can vary widely in size, type, and complexity. Although no hard-and-fast rules
exist for decomposition, the granularity of Cls can have great practical importance.
A favorable strategy is to designate relatively large Cls for elements that are not
expected to change over the life of the system, and small CIs for elements likely to
change more frequently.

Configuration control

Configuration control is a means of ensuring that system changes are approved before
being implemented, that only the proposed and approved changes are implemented,
and that the implementation is complete and accurate. This activity involves strict
procedures for proposing, monitoring, and approving system changes and their
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implementation. Configuration control entails central direction of the change process
by personnel who coordinate analytical tasks, approve system changes, review the
implementation of changes, and supervise other tasks such as documentation.

All analytical and design tasks are conducted under the direction of a corporate
entity called the Configuration Control Board (CCB). The CCB is headed by a chair-
person who is responsible for ensuring that changes made do not jeopardize the
soundness of the verification system and assures that the changes made are
approved, tested, documented, and implemented correctly.

The members of the CCB should interact periodically, either through formal meet-
ings or other available means, to discuss configuration management topics such as
proposed changes, configuration status accounting reports, and other topics that
may be of interest to the different areas of the system development. These interac-
tions should be held to keep the entire system team updated on all advancements
to or alterations in the verification system.

Configuration status accounting

Configuration accounting documents the status of configuration control activities
and, in general, provides the information needed to manage a configuration effec-
tively. It allows managers to trace system changes and establish the history of any
developmental problems and associated fixes. Configuration accounting also tracks
the status of current changes as they move through the configuration control pro-
cess. Configuration accounting establishes the granularity of recorded information
and thus shapes the accuracy and usefulness of the audit function. The configura-
tion accounting reports are reviewed by the CCB.

Configuration auditing

Configuration auditing is the quality assurance component of configuration manage-
ment. It involves periodic checks to determine the consistency and completeness
of accounting information and to verify that all configuration management policies
are being followed. A vendor’s configuration management program must be able to
sustain a complete configuration audit by a review team.

Documentation change control
It’s important to update all relevant documentation when system changes occur.

Such changes could include the following:
4+ Changes to the system infrastructure
4+ Changes to security policies or procedures
4+ Changes to the disaster recovery or business continuity plans

4 Facility environment changes, such as office moves or HVAC and electrical
changes
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Documentation control is a cornerstone of configuration management.
Configuration management specifies strict adherence to documenting system
changes, and the process of the documentation itself.

Business Continuity and
Disaster Recovery Planning

Business continuity planning addresses the preservation of the business in the face
of major disruptions to normal operations. Business continuity includes the prepa-
ration, testing, and updating of the actions required to protect critical business
processes from the effects of major system and network failures.

A disruptive event is any intentional or unintentional occurrence that suspends
normal operations. The aim of business continuity planning is to minimize the
effects of a disruptive event on a company. The primary purpose of business conti-
nuity plans is to reduce the risk of financial loss and enhance a company’s capabil-
ity to recover from a disruptive event promptly. The business continuity plan
should also help minimize the cost associated with the disruptive event and miti-
gate the risk associated with it.

Disaster recovery planning is concerned with restoring the operation of the busi-
ness’s information systems following a harmful event.

The following definitions clarify some of the relevant terminology:

4 Contingency plan — The documented, organized plan for emergency
response, backup operations, and recovery maintained by an activity as part
of its security program that will ensure the availability of critical resources
and facilitates the continuity of operations in an emergency situation.

4+ Disaster recovery plan — The plan and procedures that have been developed
to recover from a disaster that has interfered with the network and other
information system operations.

4+ Continuity of operations plan — The plans and procedures documented to
ensure continued critical operations during any period where normal opera-
tions are impossible.

4+ Business continuity plan — The plan and procedures developed that identify
and prioritize the critical business functions that must be preserved and the
associated procedures for continued operations of those critical business
functions.
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Business continuity planning

Business continuity plans should evaluate all critical information processing areas
of the organization, such as workstations and laptops, networks, servers, applica-
tion software, storage media, and personnel procedures.

A wide variety of events can impact the operations of a business and the informa-
tion systems used by that business. These events can be either natural or man-
made. Examples of such events include the following:

4+ Sabotage

4+ Arson

4+ Strikes

4 Bombings

4+ Earthquakes

+ Fire

4+ Floods

4 Fluctuations in or loss of electrical power

4 Storms

4+ Communication system failures

4 Unavailability of key employees

Business continuity planning goals and process
The business continuity planning process consists of four major elements:

4+ Scope and plan initiation — Creating the scope and the other elements
needed to define the parameters of the plan.

4+ Business impact assessment — A process to help business units understand
the impact of a disruptive event.

4+ Business continuity plan development — Developing the business continuity
plan. This process includes the areas of plan implementation, plan testing,
and ongoing plan maintenance.

4 Plan approval and implementation — Final senior management signoff, enter-
prise-wide awareness of the plan, and implementing a maintenance procedure
for updating the plan as needed.

These elements are discussed in more detail in the following sections.

Scope and plan initiation
The scope and plan initiation phase is the first step to creating a business continu-
ity plan. It entails creating the scope for the plan and the other elements needed to
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define the parameters of the plan. This phase embodies an examination of the com-
pany’s operations and support services. Scope activities could include creating a
detailed account of the work required, listing the resources to be used, and defining
the management practices to be employed.

Business impact assessment

A business impact assessment is a process used to help business units understand
the impact of a disruptive event. This phase includes the execution of a vulnerabil-
ity assessment. A business impact assessment is performed as one step during the
creation of the business continuity plan. It is similar to a risk assessment.

The purpose of a business impact assessment is to create a document to be used to
help understand what impact a disruptive event would have on the business. The
impact might be financial (quantitative) or operational (qualitative, such as the
inability to respond to customer complaints).

A business impact assessment has three primary goals:

4 Prioritization of critical systems — Every critical business unit process must
be identified and prioritized, and the impact of a disruptive event must be
evaluated.

4+ Estimation of downtime — The business impact assessment is used to help
estimate the maximum tolerable downtime that the business can tolerate and
still remain a viable company; that is, what is the longest period of time a criti-
cal process can remain interrupted before the company can never recover. It
is often found during the business impact assessment process that this time
period is much shorter than expected.

4 Identification of resource requirements — The resource requirements for the
critical processes are identified at this time, with the most time-sensitive pro-
cesses receiving the most resource allocation.

A business impact assessment is usually conducted in the following manner:

1. Gather the appropriate assessment materials — The business impact assess-
ment process begins with identifying the critical business units and their
interrelationships. Additional documents might also be collected in order to
define the functional interrelationships of the organization.

As the materials are collected and the functional operations of the business
are identified, the business impact assessment will examine these business
function interdependencies with an eye toward several factors, such as the
business success factors involved, establishing a set of priorities between the
units, and what alternate processing procedures can be utilized.

2. Perform the vulnerability assessment— The vulnerability assessment usually
comprises quantitative (financial) and qualitative (operational) sections. The
vulnerability assessment is smaller than a full risk assessment and is focused
on providing information that is used solely for the business continuity plan or
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disaster recovery plan. A key function of a vulnerability assessment is to con-
duct a loss impact analysis.

Quantitative loss criteria include:

e Incurring financial losses from loss of revenue, capital expenditure, or
personal liability resolution

¢ The additional operational expenses incurred due to the disruptive
event

e Incurring financial loss from resolution of violation of contract agree-
ments

e Incurring financial loss from resolution of violation of regulatory or
compliance requirements

Typical qualitative loss criteria comprise:
¢ The loss of competitive advantage or market share

¢ The loss of public confidence or credibility, or incurring public embar-
rassment

The vulnerability assessment should address critical support functions such
as the physical infrastructure, accounting, payroll, and telecommunications
systems.

3. Analyze the compiled information — Analyzing the information as part of the
business impact assessment includes:

e [dentifying interdependencies
e Documenting required processes
¢ Determining acceptable interruption periods

4. Document the results; present recommendations — All processes, procedures,
analyses, and results should be document and presented to management,
including associated recommendations.

The report will contain the previously gathered material, list the identified
critical support areas, summarize the quantitative and qualitative impact
statements, and provide the recommended recovery priorities generated from
the analysis.

Business continuity plan development

The business continuity plan is developed by using the information collected in the
business impact assessment to create the recovery strategy plan to support the
critical business functions. This process includes the areas of plan implementation,
plan testing, and ongoing plan maintenance.
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Plan approval and implementation

The object of this activity is to obtain the final senior management signoff, creating
enterprise-wide awareness of the plan, and implementing a maintenance procedure
for updating the plan as needed.

4 Senior management approval — Because senior management is ultimately
responsibility for all phases of the business continuity plan, they must have
final approval. When a disaster strikes, senior management must be able to
make informed decisions quickly during the recovery effort.

4+ Plan awareness — Enterprise-wide awareness of the plan is important and
emphasizes the organization’s commitment to its employees. Specific training
may be required for certain personnel to carry out their tasks, and quality
training is perceived as a benefit that increases the interest and the commit-
ment of personnel in the business continuity planning process.

4+ Plan maintenance — Because of uncontrollable events, such as reorganiza-
tion, employee turnover, relocation, or upgrading of critical resources, a busi-
ness continuity plan might become outdated. Whatever the reason, plan
maintenance techniques must be employed from the outset to ensure that the
plan remains fresh and usable. It’s important to build maintenance procedures
into the organization by using job descriptions that centralize responsibility
for updates. Also, audit procedures should be put in place that can report
regularly on the state of the plan.

Roles and responsibilities

The business continuity planning process involves many personnel from various
parts of the enterprise. Creation of a business continuity planning committee repre-
sents the first enterprise-wide involvement of the major critical functional business
units. All other business units will be involved in some way later, especially during
the implementation and awareness phases.

4 The business continuity planning committee — A business continuity plan-
ning committee should be formed and given the responsibility to create,
implement, and test the plan. The committee is made up of representatives
from senior management, all functional business units, information systems,
and security administration. The committee initially defines the scope of the
plan, which should deal with how to recover promptly from a disruptive event
and mitigate the financial and resource loss due to a disruptive event.

4 Senior management — Senior management has the ultimate responsibility for
all phases of the plan, which includes not only initiation of the plan process
but also monitoring and management of the plan during testing and supervi-
sion and execution of the plan during a disruptive event. This support is
essential, and without management being willing to commit adequate tangible
and intangible resources, the plan will not be successful.
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Because of the concept of due diligence, stockholders might hold senior man-
agers as well as the board of directors personally responsible if a disruptive
event causes losses that adherence to base industry standards of due care
could have prevented. For this reason and others, it is in the senior managers’
best interest to be fully involved in the business continuity planning process.

Disaster recovery planning

Disaster recovery planning is concerned with the protection of critical business
processes from the effects of major information system and network failures, by
quickly recovering from an emergency with a minimum impact to the organization.

Goals

A disaster recovery plan is a comprehensive statement of consistent actions to be
taken before, during, and after a disruptive event that causes a significant loss of
information systems resources.

Disaster recovery plans are the procedures for responding to an emergency, provid-
ing extended backup operations during the interruption, and managing recovery
and salvage processes afterwards, should an organization experience a substantial
loss of processing capability. Another objective of a properly executed disaster
recovery plan is to provide the capability to implement critical processes at an
alternate site and return to the primary site and normal processing within a time
frame that minimizes the loss to the organization.

Disaster recovery process

The disaster recovery planning process involves developing the disaster recovery
plan, testing the plan, and executing it in the event of an emergency.

Developing the disaster recovery plan
This first step involves developing the recovery plans and defining the necessary
steps required to protect the business in the event of a disaster.

Automated tools are available to assisting in the development of the disaster recov-
ery plan. These tools can improve productivity by providing formatted templates
customized to the particular organization’s needs.

Determining recovery time objectives

Early in the disaster recovery planning process, all business functions and critical
systems must be examined to determine their recovery time requirements. Recovery
time objectives are assigned to each function or system in order to guide the selec-
tion of alternate processing procedures. Table 2-4 summarizes the rating classes and
associated recovery time frame objectives.
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Table 2-4
Recovery Time Frames

Rating Class Recovery Time Frames
AAA Immediate
AA Full functional recovery within 4 hours
A Same business day
B Up to 24 hours down time permitted
C 24 to 72 hours down time acceptable
D Greater than 72 hours down time acceptable

Establishing backup sites

An important component of disaster recovery planning is maintaining a backup site
that provides some degree of duplication of computing resources located away
from the primary site. The types of backup sites are differentiated primarily by the
extent to which the primary computing resources are replicated.

Hot sites, warm sites, and cold sites are the most common types of remote off-site
backup processing facilities. They are differentiated by how much preparation is
devoted to the site and, therefore, how quickly the site can be used as an alternate
processing site. The characteristics of each of these sites are given as follows:

4+ Cold site — A designated computer operations room with HVAC that has no
computing systems installed and, therefore, would require a substantial effort
to install the hardware and software required to begin alternate processing.
This type of site is rarely useful in an actual emergency.

4+ Warm site — An alternate processing facility with most supporting peripheral
equipment, but without the principal computing platforms.

4+ Hot site — A site with all required computer hardware, software, and peripher-
als installed to begin alternate processing either immediately or within an
acceptably short time frame. This site would be a duplicate of the original
site and might only require an upgrade of the most current data to duplicate
operations.

Additional options for providing backup capabilities include the following:

4 Mutual aid agreements — An arrangement with another company that might
have similar computing needs. Both parties agree to support each other in the
case of a disruptive event by providing alternative processing resources to
the other party. While appealing, this is not a good choice if the emergency
affects both parties. Also, capacity at either facility might not be available
when needed.
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4+ Rolling or mobile backup — Contracting with a vendor to provide mobile
power and HVAC facilitates sufficient to stage the alternate processing.

4 Multiple centers —In a multiple-center concept, the processing is spread over
several operations centers, creating a distributed approach to redundancy
and sharing of available resources. These multiple centers could be owned
and managed by the same organization (in-house sites) or used in conjunction
with a reciprocal agreement.

4 Service bureaus — An organization might contract with a service bureau to
fully provide alternate backup-processing services. The advantages of this
type of arrangement are the quick response and availability of the service
bureau, the possibility of testing without disrupting normal operations, and
the service bureau may be available for more additional support functions.
The disadvantages of this type of setup are the expense and resource con-
tention during a large emergency.

Plan testing

The disaster recovery plan must be tested and evaluated at regular intervals.
Testing is required to verify the accuracy of the recovery procedures, verify the
processing capability of the alternate backup site, train personnel, and identify
deficiencies. The most common types of testing modes, by increasing level of thor-
oughness, are as follows:

4+ Checklist review — The disaster recovery plan is distributed and reviewed by
business units for its thoroughness and effectiveness.

4+ Tabletop exercise or structured walk-through test— Members of the emer-
gency management group meet in a conference room setting to discuss their
responsibilities and how they would react to emergency scenarios by step-
ping through the plan.

4 Walk-through drill or simulation test— The emergency management group
and response teams actually perform their emergency response functions by
walking through the test, without actually initiating recovery procedures. This
approach is more thorough than the table-top exercise.

4+ Functional drill — This approach tests specific functions, such as medical
response, emergency notifications, warning and communications procedures,
and equipment, although not necessarily all at once. It also includes evacua-
tion drills, where personnel walk the evacuation route to a designated area
where procedures for accounting for the personnel are tested.

4+ Parallel test or full-scale exercise — A real-life emergency situation is simu-
lated as closely as possible. It involves all of the participants that would be
responding to the real emergency, including community and external organiza-
tions. The test may involve ceasing some real production processing.

4 Full-interruption test—Normal production is shut down and the disaster
recovery processes are fully executed. This type of test is dangerous and, if
not properly executed, can cause a disaster situation.
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Implementing the plan
If an actual disaster occurs, there are three options for recovery:

1. Recover at the primary operating site
2. Recover to an alternate site for critical functions
3. Restore full system after a catastrophic loss

Two teams should be organized to execute the recovery, the recovery and salvage
teams. The functions of these teams are as follows:

4+ The recovery team — Restore operations of the organization’s critical busi-
ness functions at the alternate backup processing site. The recovery team is
concerned with rebuilding production processing.

4+ The salvage team — Repair, clean, salvage, and determine the viability of the
primary processing infrastructure immediately after the disaster.

The disaster recovery plan should also address other concerns such as paying
employees during a disaster, preventing fraud, media relations, and liaison with
local emergency services.

Physical Security

Physical security is concerned with the protection of personnel, sensitive informa-
tion, facilities, and equipment through the use of physical controls. Safeguards such
as fencing, lighting, guard dogs, biometrics for identification, closed-circuit televi-
sion, and physical lockdown devices are examples of physical control measures.

Threats to physical security include the following:

4 Vandalism

4+ Sabotage

4+ Loss of electrical power

4+ Environmental conditions

4 Strikes

4 Natural disasters

4+ Water damage

4+ Toxic material release

4+ Earthquakes

4+ Extremes of temperature and humidity

4+ Smoke particles
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To protect the confidentiality, integrity, and availability of networks and associated
information systems, controls are implemented in accordance with cost considera-
tions and best practices.

Controls

Controls in physical security can be partitioned into physical, technical, and admin-
istrative types. These types of controls complement each other in providing effec-
tive protections for network security.

Physical controls

Physical controls are the most familiar types of controls. They usually control access
and involve traditional deterrent items such as guards, lighting, fences, motion
detectors, and so on. These types of controls are listed as follows:

4 Guards— Guards can apply human judgment to interpret sensor presenta-
tions in addition to providing deterrent, response, and control capabilities.

4 Dogs—Dogs are used primarily for perimeter physical control.

4+ Fencing — Fencing is the primary means of perimeter/boundary facility
access control. Fences deter casual trespassing by controlling access to
entrances.

4+ Mantrap — A mantrap is a physical access control method where the entrance
to a facility or area is routed through a set of double doors. One door must be
closed for the next door to open. It may or may not be monitored by a guard.

4+ Lighting — Protective lighting of entrances or parking areas can discourage
prowlers or casual intruders. Common types of lighting include floodlights,
streetlights, Fresnel lights, and searchlights.

4 Locks — Locks can be divided into two types: preset and programmable.

¢ Preset locks — Preset locks include key-in-knob, mortise, and rim locks.
These all consist of variations of latches, cylinders, and dead bolts.

¢ Programmable locks — These locks can be either mechanically or elec-
tronically based. A mechanical programmable lock is often a typical dial
combination lock. Another type of mechanical programmable lock is the
common five-key push-button lock that requires the user to enter a com-
bination of numbers. This is a very popular lock for IT operations cen-
ters. An electronic programmable lock requires the user to enter a
pattern of digits on a numerical-style keypad, and it may display the
digits in random order each time to prevent shoulder surfing for input
patterns. It is also known as a cipher lock or keypad access control.

4+ Closed-circuit television — Visual surveillance or recording devices such as
closed-circuit television are used in conjunction with guards in order to
enhance their surveillance ability and to record events for future analysis or
prosecution.
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4+ Perimeter intrusion detectors — The two most common types of physical

perimeter detectors are based either on photoelectric sensors or dry contact
switches.

¢ Photoelectric sensors —Photoelectric sensors receive a beam of light
from a light-emitting device, creating a grid of either visible white light,
or invisible infrared light. An alarm is activated when the beams are bro-
ken. The beams can be physically avoided if seen; therefore, invisible
infrared light is often used.

¢ Dry contact switches—Dry contact switches and tape are probably the
most common types of perimeter detection. This can consist of metallic
foil tape on windows or metal contact switches on doorframes.

4+ PC physical controls —Because of the proliferation of distributed computing
and particularly, laptops, inventory control for PCs is critical. Controls that
address this issue include the following:

¢ Cable locks — A cable lock consists of a vinyl-covered steel cable
anchoring the PC or peripherals to the desk. They often consist of screw
kits, slot locks, and cable traps.

¢ Port controls—Port controls are devices that secure data ports (such
as a floppy drive or a serial or parallel port) and prevent their use.

e Switch control — A switch control is a cover for the on/off switch, which
prevents a user from switching off the file server’s power.

¢ Peripheral switch controls — These types of controls are lockable
switches that prevent a keyboard from being used.

Technical controls

Technical controls supplement physical and administrative controls and are typi-
cally used in highly secure facilities. Examples of technical controls are smart cards
and biometric devices.

Smart Cards

A smart card used for access control is also called a security access card. This card
comprises the following types:

4+ Photo-image cards — Photo-image cards are simple identification cards with
the photo of the bearer for identification.

+ Digital-coded cards — Digitally encoded cards contain chips or magnetically
encoded strips (possibly in addition to a photo of the bearer). The card reader
may be programmed to accept or deny entry based on an online access con-
trol computer that can also provide information about the date and time of
entry. These cards may also be able to create multi-level access groupings.

4 Wireless proximity readers — A proximity reader does not require the user to
physically insert the access card. This card may also be referred to as a wire-
less security card. The card reader senses the card in possession of a user in
the general area (proximity) and enables access.
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Biometric devices
Biometric access control devices are technical applications in physical security.
Biometric technologies can be used for identification or authentication.

The following are typical biometric characteristics used to uniquely identify or
authenticate an individual:

4 Fingerprints

4 Retina scans

4 Iris scans

4 Facial scans

4+ Palm scans

4+ Hand geometry

4+ Voice

4+ Handwritten signature dynamics

Administrative controls

Administrative controls are related to personnel and facility issues. They include
emergency procedures, personnel control, planning, and policy implementation.

Administrative controls are comprised of the following:

4 Administrative personnel controls
4 Facility planning

4+ Facility security management

Administrative personnel controls

Administrative personnel controls include personnel-related processes commonly
applied during employee hiring and firing. Examples of these controls include the
following:

4+ Pre-employment screening, including employment, references, or educational
history checks, and background investigation or credit-rating checks for sen-
sitive positions

4+ Ongoing employee checks, such as security clearances, generated only if the
employee is to have access to classified documents, and employee ratings or
reviews by his or her supervisor

4+ Post-employment procedures such as exit interviews, removal of network
access and change of passwords, and return of company equipment, including
magnetic media, documents, and computer upon termination
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Understanding Biometrics

Biometrics are used for identification in physical access control, and for authentication in
technical (logical) access control. In biometrics, identification is a one-to-many search of an
individual's characteristics from a database of stored images. Authentication in biometrics is
a one-to-one search to verify a claim to an identity made by a person. The three main per-
formance measures in biometrics are as follows:

4 False rejection rate (FRR), or Type | error—The percentage of valid subjects that are
falsely rejected

4 False acceptance rate (FAR), or Type Il error —The percentage of invalid subjects that
are falsely accepted

4 Crossover error rate (CER) — The percent in which the FRR equals the FAR

In most cases, the sensitivity of the biometric detection system can be increased or
decreased during an inspection process. If the system'’s sensitivity is increased, such as in an
airport metal detector, the system becomes increasingly selective and has a higher FRR.
Conversely, if the sensitivity is decreased, the FAR will increase.

Other important factors that must be evaluated in biometric systems are enrollment time,
throughput rate, and acceptability. Enrollment time is the time it takes to initially register
with a system by providing samples of the biometric characteristic to be evaluated. An
acceptable enrollment time is around two minutes.

The throughput rate is the rate at which individuals, once enrolled, can be processed and
identified or authenticated by a system. Acceptable throughput rates are in the range of 10
subjects per minute.

Acceptability refers to considerations of privacy, invasiveness, and psychological and physi-
cal comfort when using the system. For example, one concern with retina scanning systems
may be the exchange of body fluids on the eyepiece. Another concern would be the retinal
pattern that could reveal changes in a person’s health, such as the advent of diabetes or
high blood pressure.

Acquiring different data elements reflecting a biometric characteristic can greatly affect
the storage requirements and operational speed of a biometric identification or authentica-
tion system. For example, in fingerprint systems, the actual fingerprint is stored and
requires approximately 250kb per finger for a high-quality image. This level of information
is required for one-to-many searches in forensics applications on very large databases. In
finger-scan technology, a full fingerprint is not stored —the features extracted from this fin-
gerprint are stored using a small template that requires approximately 500 to 1000 bytes of
storage. The original fingerprint cannot be reconstructed from this template. Finger-scan
technology is used for one-to-one verification using smaller databases. Updates of the
enrollment information may be required because some biometric characteristics, such as
voice and signature, can change with time.
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"Note

Facility planning

Facility planning is concerned with issues such as location of the facility, visibility
of the facility, neighboring buildings and tenants, access to emergency services,
and environmental considerations.

Facility security management

Facility security management includes the application of audit trails and emergency
procedures. An audit trail is a record of events, such as the date and time of the
access attempt, whether the attempt was successful or not, where the access was
granted, who attempted the access, and who modified the access privileges at the
supervisor level

Audit trails contain critical information and should be protected at the highest level
of security in the system. Audit trails serve to assist in determining the nature of
the intrusion and tracking down the intruder after the fact.

Environmental issues

Clean, steady power is required to maintain the proper personnel environment as
well as to sustain data operations. Many elements can threaten power systems, the
most common being noise, brownouts, and humidity.

Electrical power

Electrical power systems service many different types of devices, ranging from elec-
tric motors to computers. Devices such as motors, computers, and radio transmit-
ters superimpose fluctuations of different frequencies on the power line. These
disturbances are referred to as electromagnetic interference and radio frequency
interference. Electromagnetic interference usually refers to noise from motors and
radio frequency interference refers to adverse interference caused by radio waves.

Interference on power lines can be reduced or eliminated by shielding data cables,
proper grounding, and putting equipment containing motors on separate transform-
ers than those supplying sensitive computers and related equipment.

As one example of such guidelines, the United States government created the
TEMPEST standard to prevent electromagnetic interference eavesdropping by
employing heavy metal shielding. TEMPEST is a classified program, and official
information on the topic is difficult to obtain. However, there have been reports
written on the fundamentals of TEMPEST. One such document is Technical Report
Number 577, Cambridge University Computer Laboratory, UCAM-CL-TR-577, ISSN
1476-2986, entitled “Compromising Emanations: Eavesdropping Risks of
Computer Displays” by Markus G. Kuhn (www.c1.cam.ac.uk/).

Humidity
Humidity is critical to the operation of electronic components. If the humidity is too
high, condensation will cause corrosion and possibly short circuits on printed circuit
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boards. Conversely, if the moisture content in the air is too low, high static charges
can build up and, when discharged, can damage circuit components. The ideal oper-
ating humidity range is defined as 40 percent to 60 percent humidity.

Humidity can be controlled through the use of anti-static floor mats and anti-static
sprays.

Fire suppression

Fire can obviously affect the operation of an information system. As with any other
emergency, the safety of personnel is paramount. Preservation of data and system
components should only be considered after the safe evacuation of personnel.

Fires are categorized into different classes as a function of the type of combustible
material and the extinguishing agents. This information is summarized in Table 2-5.

Table 2-5
Fire Suppression Mediums
Class Description Suppression Medium
A Common combustibles Water or soda acid
B Liquid CO0,, soda acid, or Halon
C Electrical CO, or Halon

A fire requires a fuel source, oxygen, and heat. From Table 2-5, soda acid suppresses
the fuel source, water reduces the temperature, CO, suppresses the oxygen supply,
and Halon suppresses combustion through a chemical reaction.

Examples of the National Fire Protection Association (NFPA) fire class ratings are
given in Table 2-6.

Table 2-6
Combustible Materials Fire Class Ratings

Fire Class Combustible Materials

A Wood, cloth, paper, rubber, most plastics, ordinary combustibles
Flammable liquids and gases, oils, greases, tars, oil-base paints and lacquers

Energized electrical equipment

O N0 w

Flammable chemicals such as magnesium and sodium
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Fire extinguishing systems
Fires can be extinguished by means of gas discharge or water sprinkler systems.
The characteristics of these systems are shown in Table 2-7.

Table 2-7

Types of Fire Extinguishing Systems

Type

Operation

Wet pipe

Dry pipe

Deluge

Preaction

Gas discharge

Water resides in a pipe under pressure and is released by a
fusible link in the nozzle that melts if the temperature
exceeds 165° F.

Water is held back from the nozzle by a clapper valve. In the
event of a fire, the clapper valve opens, air is discharged from the
pipe, and the water emerges after a time delay. This delay allows
some time to power down computer systems before they are
inundated with water.

Similar to a dry pipe system, but designed to discharge a much
larger volume of water.

Combines the clapper valve of a dry pipe system with the heat-
sensitive nozzle of the wet pipe system.

Uses an inert gas to retard combustion and the gas is usually
delivered from under a raised floor. CO, is one of the gases used.
Halon was also popular, but because of personnel safety and
environmental issues, Halon substitutes are required for new
installations.

Object reuse and data remanence

Object reuse refers to using data that was previously recorded on a storage medium.
For example, a zip disk loaned to someone might contain your bank records. A
related concept is having data remain on a storage medium after you think it has
been erased. This phenomenon is called data remanence. Data can be removed
from storage media by destroying the media, degaussing the media with a magnetic
field, sometimes referred to as purging, and overwriting the media with other non-
critical information. With the latter method, it is sometimes necessary to overwrite
the data many times to ensure complete protection of the original information.
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Legal and Liability Issues

The field of investigating computer crime, or computer forensics, is the collecting of
information from and about computer systems that is admissible in a court of law.
To address computer crime, many jurisdictions have expanded the definition of
property to include electronic information.

Types of computer crime

Computer crimes range from applying social skills to obtain passwords to critical
information systems to flooding servers with so many connection requests that the
servers are overwhelmed. Table 2-8 provides examples of the different types of

computer crimes.

Table 2-8

Examples of Types of Computer Crimes

Crime

Activity

Social engineering

Network intrusions

lllegal content of material

Denial of service (DoS)
and distributed denial of
service (DDoS)

Malicious code

Applying social skills to trick people so as to obtain
information, such as passwords or PIN numbers, to be used in
an attack against computer-based systems. The book, The Art
of Deception: Controlling the Human Element of Security by
Kevin D. Mitnick, William L. Simon, and Steve Wozniak
provides detailed insight to the field of malicious social
engineering.

Obtaining unauthorized access to networked computers.

Downloading pornographic material or sending offending
e-mails.

Flooding an information system with vast numbers of requests
for service to the point where the information system cannot
respond and is consuming so many resources that normal
processing cannot occur.

Code such as viruses, Trojan horses, and worms that infect a
computer and negatively affect its operation.
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Infamous Computer Crimes

The following are some of the better-known examples of computer crimes:

4 The 2003 Sapphire or Slammer worm and the 2001 Code Red worm that randomly
searched for IP addresses to infect.

4 The 2002 Klez worm, alias ElKern, Klaz, or Kletz worm contained hidden messages
aimed at anti-virus researchers.

4 The 2000 distributed denial-of-service attacks perpetrated against Amazon.com and
Yahoo!.

Electronic monitoring

A gray area is the right of an employer to monitor an employee’s computer commu-
nications or that of an outsider accessing an organizations computer network. An
organization can be on firmer legal ground if it frequently and unambiguously noti-
fies all who access the network that their activities are subject to monitoring. This
notification can take the form of a logon banner that states that by logging on to the
system, the individual consents to electronic monitoring and is subject to a prede-
fined punishment if the system is used for unlawful activities or if the user violates
the organization’s information security policy. It should also state that unauthorized
access and use of the system is prohibited and subject to punishment. It is impor-
tant that the notification and monitoring is uniformly applied to all employees.

Liability

Upper management of an organization is ultimately responsible for protecting the
organization’s intellectual property. Best practices require that management apply
the prudent man rule that “requires officers to perform duties with diligence and
care that ordinary, prudent people would exercise under similar circumstances.”
The officers must exercise due care or reasonable care to carry out their responsi-
bilities to the organization. Examples of due care include ensuring the proper infor-
mation security controls are in place and functioning, appropriate security polices
exist and are applied, business continuity plans have been developed, and appro-
priate personnel screening is conducted.

The criteria for evaluating the legal requirements for implementing safeguards is to
evaluate the cost (C) of instituting the protection versus the estimated loss (L)
resulting from exploitation of the corresponding vulnerability. If C < L, then a legal
liability exists.
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Summary

Managing information system security proceeds from the top down. Senior manage-
ment must generate, distribute, and enforce the organization’s information security
policy. An important aspect of the policy is that the appropriate personnel are trained
to be security aware and understand the policy requirements. When a policy and the
associated procedures are in place, management tools should be applied to ensure
the resulting corporate products meet their quality requirements. A component

of the corporate policy is the DRP/BCP plan that maintains the continuity of the
operation of the organization in the event of a disaster.

Another component of managing security is the implementation of appropriate
physical security measures to protect the organization’s information systems.
Organizational management must understand the responsibilities and liabilities
associated with their role in ensuring that the organization’s intellectual property
is not compromised.

¢+ o+ ¢
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Access Control
Considerations

COntrolling access to a network and its associated
resources is the cornerstone of network security. In
today’s distributed computing environment, where large
amounts of computing power and sensitive intellectual prop-
erty reside on individuals’ desks, access control is crucial to
any organization.

This chapter describes models used to categorize access con-
trols, the different types of controls, and means for providing
for secure and verifiable local and remote login.

Control Models

Access control is designed to mitigate access-related vulnera-
bilities that could be exploited by threats to a network. A
threat is an event or activity that has the potential to cause
harm to the network. In this case, the threat would have the
potential to bypass or foil access control mechanisms and
allow an attacker to gain unauthorized access to a network. A
vulnerability is a weakness that can be exploited by a threat,
causing harm to the network. The probability that a threat will
materialize and result in harm to the network is defined as risk.
In discussing access control, the terms subject and object are
used. A subject is an active entity (such as an individual or pro-
cess) and an object is a passive entity (such as a file).

Access control models can be classified as discretionary,
mandatory, and non-discretionary.

Discretionary access control

An authorizing entity or the subject has authority, within cer-
tain limitations, to specify the objects that can be accessed.
One means of specifying discretionary access control is
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through a table. The table contains the subjects, objects, and access privileges that
are assigned to the subjects relative to the objects. This table is sometimes called
an access control list (ACL). Table 3-1 is an example of an ACL.

Table 3-1
Access Control List
Subject Object 1 Object 2 Object 3
File Salary File Benefits Process Evaluation

Program salary Read/write Read Execute

Ms. Jones None Read None

Mr. Tops Read/write Read/write None

Process average Read/write Read None

Table 3-1 shows that the program named Salary can read or write data from the file
named Salary and has read privileges for the file named Benefits. Also, the program
Salary can execute the process called Evaluate.

A user that has the right to alter the access privileges to certain objects operates
under user-directed discretionary access control. Another discretionary access con-
trol type based on an individual’s identity is known as identity-based access control.

Mandatory access control

In mandatory access control, means must be found to formally match the autho-
rizations allocated to the subject to the sensitivity of the objects that are the target
of the access request. One approach is to use labels. The subject’s authorization
can be in the form of a clearance that is to be compared to classification of the
object. In the United States, the military classifies documents as unclassified, confi-
dential, secret, and top secret. Similarly, an individual can receive a clearance of
confidential, secret, or top secret, and can have access to documents classified at
or below his or her specified clearance level. Thus, an individual with a secret clear-
ance can access secret and confidential documents, but with a restriction called the
need to know. Need to know means that the subject must have a need to access the
requested classified document to perform its assigned duties. Rule-based access
control is a type of mandatory access control in that rules determine the access
privileges (such as the correspondence of clearance labels to classification labels),
rather than the identity of the subjects and objects alone.
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Non-discretionary access control

In non-discretionary access control, access privileges might be based on the individ-
ual’s role in the organization (role-based) or the subject’s responsibilities and duties
(task-based). Role-based access control is often used in an organization where there
are frequent personnel changes to eliminate the need to change privileges when-
ever a new person takes over that role.

Access control can also be characterized as context-dependent or content-dependent.
Context-dependent access control is a function of factors such as location, time of day;,
and previous access history. It is concerned with the environment or context of the
data. In content-dependent access control, access is determined by the information
contained in the item being accessed.

Types of Access Control Implementations

Access controls are used to prevent attacks, to determine if attacks have occurred
or been attempted, and to bring the network back to its pre-attack state if an attack
was successful. These three types of controls are called preventive, detective, and
corrective, respectively. To affect these controls, administrative, technical (logical),
and physical means are employed. Administrative controls include activities such as
creating policies and procedures, security awareness training, and background
checks. Technical (logical) controls involve the use of approaches that include
encryption, smart cards, and transmission protocols. Physical controls are more
familiar and comprise guards, building security, and securing laptops. By joining
the control types and implementation means, different control combinations are
obtained. Examples of the key combinations are listed in the following sections.

Preventive/Administrative

Preventive and administrative controls include the following:

4+ Organizational policies and procedures
4+ Background checks

4+ Employee termination procedures

4+ Employment agreements

4+ Security awareness training

4+ Labeling of sensitive materials

4 Vacation scheduling
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Preventive/Technical

Preventive and technical controls apply technology to prevent violations of an orga-
nization’s security policy. Technical controls are also known as logical controls and
can be built into the operating system, can be software applications, or can be sup-
plemental hardware or software units. Examples of preventive and technical con-
trols include the following:

4 Protocols

4 Biometrics for authentication

4+ Encryption

4 Smart cards

4 Menus

4 Constrained user interfaces

4 Passwords

4+ Limited keypads
In the preceding list, constrained user interfaces limit the functions available to a
user, for example, by “graying out” choices on the user menu that cannot be

selected. Similarly, limited keypads restrict the choice of functions to those
available on the keys provided.

Preventive/Physical

This category is concerned with restricting physical access to areas with systems

holding sensitive information. Preventive and physical controls include the following:
4+ Guards

4+ Man-trap (consists of two doors physically separated so that an individual can
be “trapped” in the space between the doors after entering one of the doors)

4+ Fences

4+ Biometrics for identification

4+ Environmental controls (temperature, humidity, electrical)
4 Badges

Detective/Administrative

Detective and administrative controls comprise the following:

4 Audit record review

4 Sharing of responsibilities
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4+ Organizational policies and procedures
4 Background checks

4 Vacation scheduling

4+ Labeling of sensitive materials

4 Behavior awareness

Detective/Technical

Detective and technical controls apply technical means to identify the occurrence
of an intrusion or other violations of an organization’s security policy. These mea-
sures include the following:

4 Intrusion detection systems (IDSs) — These devices are characterized by the
technology used to detect an intrusion or its location. For example, a host-
based ID system resides on a centralized host and performs well in detecting
attacks on the host. However, this type of IDS is not effective in detecting net-
work intrusions. Conversely, a network-based IDS is a passive detector of real-
time intrusions and consumes fewer resources than a host-based IDS. IDSs
detect intrusions by two principal methods. One approach is to profile a “nor-
mal” usage state for a network or host and then detect deviations from this
state. The other approach is to acquire “signatures” of attacks and then
monitor the system for these signatures when an attack occurs.

4 Violation reports generated from audit trail information — These reports
can indicate variations from “normal” operation or detect known signatures of
unauthorized access episodes. Clipping or threshold levels can be employed
to limit the amount of audit information flagged and reported by automated
violation analysis and reporting mechanisms. Clipping levels can set a thresh-
old on the number of occurrences of an event, below which the event is not
reported.

Detective/Physical

Detective and physical controls normally require a human to evaluate the input
from sensors for a potential threat. Examples of these types of control mechanisms
include:

4 Video cameras

4 Motion detectors

4 Thermal detectors
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Centralized/Decentralized access controls

Centralized access control is usually characterized by centrally managed resources
and knowledgeable professionals with experience in the various types of control
mechanisms. Centralized access control systems and protocols, such as RADIUS
and TACACS+, are discussed later in this chapter.

On the other hand, decentralized access controls are closer to the user and,
consequently, should reflect the users’ concerns and requirements. A paradigm for
decentralized access control is the establishment of security domains, in which par-
ticipants are under the same management and follow common security policies.

Decentralized systems have the need for strong access control. An example would
be an organization using the World Wide Web to facilitate communications and
cooperation among its subentities. Generally, these systems exhibit the following
characteristics:

4+ Encryption of passwords and Ids.

4+ Formal access control rules.

4+ Each subentity authenticates its respective clients.

4 Additional subentities can be added to the network.

Identification and Authentication

Identification is the act of a user professing an identity to a system, usually in the
form of a logon ID. Identification establishes user accountability for his or her
actions on the system. Authentication is verification that the user’s claimed identity
is valid, and it is usually implemented through a user password at logon time.
Authentication is provided through a variety of means from secret passwords to
using biometric characteristics. In general, authentication is accomplished by
testing one or more of the following items:

4+ Something you know, such as a personal identification number (PIN) or pass-
word; this factor is known as Type 1 authentication.

4+ Something you have, such as an ATM card or smart card; this factor is known
as Type 2 authentication.

4+ Something you are (physically), such as a fingerprint or retina scan; this fac-
tor is known as Type 3 authentication.

Obviously, using more than one factor adds additional credence to the authentica-
tion process. For example, fwo-factor authentication refers to using two of the three
factors, such as a PIN number (something you know) in conjunction with an ATM
card (something you have).
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After authentication, a user is granted rights and permissions to access certain
computer resources and information. This allocation is known as authorization of
the user.

Passwords

Passwords are, by far, the most popular factor used for authentication. Therefore,
protecting passwords from compromise and unauthorized use is crucial.

Similar to a one-time pad in cryptography, a one-time password provides the highest
level of password security. Because a new password is required every time a user
logs on to the network, an attacker cannot use a previously compromised password.
A password that changes frequently is called a dynamic password. A password that is
the same for each logon is called a static password. An organization can require that
passwords change monthly, quarterly, or at other intervals, depending on the sensi-
tivity of the protected information and the password’s frequency of use.

In some instances, a passphrase can be used instead of a password. A passphrase is
a sequence of characters that is usually longer than the allotted number of charac-
ters for a password. The passphrase is converted into a virtual password by the
system.

Passwords can be generated automatically by credit card-sized memory cards,

smart cards, or devices resembling small calculators. Some of these devices are
referred to as tokens. These password generators are Type 2 devices, something
you have.

Biometrics

Biometrics is defined as an automated means of identifying or authenticating the
identity of a living person based on physiological or behavioral characteristics.
Biometrics is a Type 3 authentication mechanism because it is based on what a
person “is.” Biometrics is useful in both identification and authentication modes.

For identification, biometrics is applied as a one-to-many search of an individual’s
characteristics from a database of stored characteristics of a large population. An
example of a one-to-many search is trying to match a suspect’s fingerprints to a
database of fingerprints of people living in the United States. Conversely, authenti-
cation in biometrics is a one-fo-one search to verify a claim to an identity made by a
person. An example of this mode is matching an employee’s fingerprints against the
previously registered fingerprints in a database of the company’s employees.
Relative to access control, biometrics is used for identification in physical controls
and for authentication in logical controls.
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Performance measures of a biometric system range from technical characteristics
to employees “feeling comfortable” with their use. Examples of performance mea-
sures follow:

4+ Type I Error or False Rejection Rate (FRR) — The percentage of valid sub-
jects that are falsely rejected.

4+ Type II Error or False Acceptance Rate (FAR) — The percentage of invalid
subjects that are falsely accepted.

4+ Crossover Error Rate (CER) — The percent in which the FRR equals the FAR.
The smaller the CER, the better the biometric system.

4+ Enrollment time — The time that it takes to initially “register” with a system
by providing samples of the biometric characteristic to be evaluated. An
acceptable enrollment time is around two minutes.

4+ Throughput rate — The rate at which the system processes and identifies or
authenticates individuals. Acceptable throughput rates are in the range of 10
subjects per minute.

4+ Acceptability — The considerations of privacy, invasiveness, and psychologi-
cal and physical comfort when using the system. For example, a concern with
retina scanning systems might be the exchange of body fluids on the eye-
piece. Another concern would be the retinal pattern, which could reveal
changes in a person’s health, such as the onset of diabetes or high blood
pressure.

The following are typical biometric characteristics:

4+ Retina scans

4 Iris scans

4+ Fingerprints

4 Facial scans

4+ Palm scans

4+ Hand geometry
4+ Voice

4+ Handwritten signature dynamics

Single Sign-On

In Single Sign-On (SSO), a user provides one ID and password per work session and
is automatically logged on to all the required network resources and applications.
Without SSO, a user normally must enter multiple passwords to access different
network resources. In applying SSO, passwords should be transmitted or stored in
encrypted form for security purposes. With SSO, network administration is simpli-
fied, a stronger password can be used, and resources can be accessed in less time.
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The major disadvantage of many SSO implementations is that once a user obtains
access to the system through the initial logon, the user can freely roam the network
resources without any restrictions.

SSO can be implemented in the following ways:

4+ Through scripts that replay the users’ multiple logins.

4 Through Enterprise Access Management (EAM). EAM provides access control
management services, including SSO, to Web-based enterprise systems. In
one approach, SSO is implemented on Web applications residing on different
servers in the same domain by using nonpersistent, encrypted cookies on the
client interface.

4+ Using authentication servers to verify a user’s identity and encrypted authen-
tication tickets to permit access to system services.

A popular authentication server approach that can implement SSO is the Kerberos
system.

Kerberos

Kerberos is named after a three-headed dog that guards the entrance to the under-
world in Greek mythology. Kerberos is based on symmetric key cryptography and
was developed under Project Athena at the Massachusetts Institute of Technology.
It is a trusted, third-party authentication protocol that authenticates clients to
other entities on a network and provides secure means for these clients to access
resources on the network.

Kerberos assumes that client computers and network cables are publicly accessible
in insecure locations. Thus, messages transmitted on a Kerberos network can be
intercepted. However, Kerberos also assumes that some specific locations and
servers can be secured to operate as trusted authentication mechanisms for every
client and service on that network. These centralized servers implement the
Kerberos-trusted Key Distribution Center (KDC), Kerberos Ticket Granting Service
(TGS), and Kerberos Authentication Service (AS). The basic principles of Kerberos
operation are summarized as follows:

1. The KDC knows the secret keys of all clients and servers on the network.

2. The KDC initially exchanges information with the client and server by using
these secret keys.

3. Kerberos authenticates a client to a requested service on a server through the
TGS and by issuing temporary symmetric session keys for communications
between the client and KDC, the server and the KDC, and the client and
server.

4. Communication then takes place between the client and the server by using
those temporary session keys.
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A Kerberos exchange begins with a user entering his or her password into a
Kerberos client workstation. The user’s password is then converted to the user’s
secret key in the workstation. This secret key resides temporarily on the worksta-
tion. Then, the client transmits the user’s ID in unencrypted form to the Ticket
Granting Service, as illustrated in Figure 3-1.

User’s ID sent to Ticket

Granting Service (TGS)
CLIENT > TGS

Workstation
Figure 3-1: Initial client to TGS exchange

In response, the TGS sends the client a TGS-client session key, Ktgs,c, encrypted
with the user’s secret key. In addition, the TGS also sends a ticket granting ticket
(TGT) encrypted with a key known only to the TGS. This exchange is shown in
Figure 3-2.

Session key, Ktgs,c, encrypted with
user's secret key for secure

communications between client and TGS, Client
TGS - — > obtains
plus ticket granting ticket, TGT, K tgs.c

encrypted with key known only to TGS;
TGT contains the client ID, Ktgs,c, and
ticket start and expiration times

Figure 3-2: TGS and client session key/TGT exchange

Upon receipt of these messages, the client decrypts Ktgs,c with the user’s secret
key. For this example, the user is requesting access to a print server, PS. So, the
client sends a request to the TGS for a print server ticket. This request, shown in
Figure 3-3, comprises an authenticator, A, and time stamp, both encrypted with
Ktgs,c and the TGT encrypted with the key known only to the TGS.

Request for print server (PS) service
encrypted with Client-TGS session key,
Ktgs,c; includes an authenticator, A, and

Client TGS

a time stamp. Also, a ticket granting
ticket, TGT, encrypted with key known
only to TGS; TGT contains the client ID,

Ktgs,c, and ticket start and
expiration times.

Figure 3-3: Client to TGS request for PS ticket
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In the next step of the sequence, the TGS transmits a client-print server session key,
Kc,ps, to the client. This session key is encrypted with the key Ktgs,c. The TGS also
sends the client a ticket for the print server encrypted with a key known only to the
print server. This communication is illustrated in Figure 3-4.

Session key, Kc,ps, for use between
client and print server, encrypted with

Ktgs,c. Also, a ticket for the print Client
TGS — - > obtains
server containing the client ID, Kc,ps K cps

and ticket start and stop times. This
ticket is encrypted with a key known
only to the print server.

Figure 3-4: TGS to client print server session key transmission

To access the print server, the client sends the time-stamped authenticator,

A, encoded with Kc,ps, to the print server. The client also transmits the ticket
encoded with a key known only to the print server. The print server decodes the
ticket and obtains Kc,ps, the client-print server session key. The print server then
uses Kc,ps to communicate securely with the client. Figure 3-5 shows this
exchange.

Authorization, A with time stamp
encrypted with client-print server session
key, Kc,ps. Also, ticket encrypted with Print

Client - - >
key known only to print server; ticket Server

contains the client ID, Kc,ps, and ticket
start and expiration times.

Figure 3-5: Client to print server service exchange

The primary goal of Kerberos is to protect the confidentiality and integrity of infor-
mation. Because of the exposure and vulnerability of the workstations and network
cables, it does not directly address availability. Because all the secret keys of the
clients and other network resources are stored at the KDS and TGS, these servers
are vulnerable to attacks and are a potential single point of failure. Replay can be
accomplished on Kerberos if the compromised tickets are used within an allotted
time window. Also, because a client’s password is used to initiate a Kerberos authen-
tication exchange, Kerberos is vulnerable to guessing of passwords. Similarly,
because a client’s secret key is stored temporarily on the client workstation, the
secret key is subject to possible compromise.
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SESAME

With the advent of public key cryptography, a common paradigm is to use a public
key cryptosystem to securely transmit the secret keys to be used in symmetric key
cryptosystems. This hybrid approach is used by another SSO implementation, the
Secure European System for Applications in a Multivendor Environment (SESAME).
SESAME uses the Needham-Schroeder public key authentication protocol and a
trusted authentication server at each host to reduce the key management require-
ments. SESAME also incorporates two certificates or tickets that provide for
authentication and access privileges. SESAME is also subject to password guessing.

KryptoKnight

As with Kerberos, the IBM KryptoKnight SSO system uses a trusted KDC that stores
the network users’ secret key. One of the differences between Kerberos and
KrytpoKnight is that there is a peer-to-peer relationship among the parties and the
KDC in KryptoKnight. To implement SSO, there is an initial exchange from the user
to the KDC comprising the user’s name and a value, which is a function of a nonce
(arandomly-generated, one-time use authenticator) and the password. The KDC
authenticates the user and sends the user a ticket encrypted with the user’s secret
key. The user decrypts this ticket and can use it for authentication to obtain ser-
vices from other servers on the system.

Databases

Another access control means is the application of database technology to screen the
information available to a variety of users. In particular, the relational model devel-
oped by E. F. Codd of IBM (circa 1970) is useful in network security applications.

Relational databases

A relational database model comprises data structures in the form of tables and
relations, integrity rules on allowable values in the tables, and operators on the
data in the tables. A database can formally be defined as a persistent collection of
interrelated data items. Persistency is obtained through the preservation of
integrity and through the use of nonvolatile storage media. The following terms
describe some of the different database attributes:

4 Schema — The description of the database.

4+ Data Description Language (DDL) — Defines the schema.

4+ Database management system (DBMS) — The software that maintains and
provides access to the database. Relative to access control, a particular user
can be restricted to certain information in the database and will not be
allowed to view any other information.
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4+ Relation — A two-dimensional table that serves as the basis of a relational
database. The rows of the table represent records or tuples, and the columns
of the table represent the attributes.

4+ Cardinality — The number of rows in the relation.
4 Degree — The number of columns in the relation.

4+ Domain — The set of allowable values that an attribute can take in a relation.

In a relation, a unique identifier or primary key unambiguously points to an individ-
ual tuple or record in the table. If an attribute in one relation has values matching
the primary key in another relation, this attribute is called a foreign key. A foreign
key does not have to be the primary key of its containing relation.

Example relational database operations

A number of operations in relational algebra are used to build relations and operate
on the data. The following items are examples of relational database operations:

4 Select —Defines a new relation based on a formula
4 Union —Forms a new relation from two other relations

4+ Join — Selects tuples that have equal numbers for some attributes

An important database operation related to controlling the access of database
information is the View. A View does not exist in a physical form, and it can be con-
sidered a virtual table that is derived from other tables. (A relation that actually
exists in the database is called a base relation.) These other tables could be tables
that exist within the database or previously defined Views. Views can be used to
restrict access to certain information within the database, to hide attributes, and to
implement content-dependent access restrictions. So, an individual requesting
access to information within a database will be presented with a View containing
the information that the person is allowed to see. The View hides the information
that individual is not allowed to see. In this way, the View can be thought of as
implementing Least Privilege.

In statistical database queries, a protection mechanism used to limit inferencing of
information is the specification of a minimum query set size, but prohibiting the
querying of all but one of the records in the database. This control thwarts an
attack of gathering statistics on a query set size M, equal to or greater than the
minimum query set size, and then requesting the same statistics on a query set size
of M + 1. The second query set would be designed to include the individual whose
information is being sought surreptitiously. When querying a database for statisti-
cal information, individually identifiable information should be protected. Requiring
a minimum size for the query set (greater than one) offers protection against gath-
ering information on one individual.
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Data Normalization

Normalization is an important part of database design that ensures that attributes
in a table depend only on the primary key. This process makes it easier to maintain
data and to have consistent reports. Normalizing data in the database consists of
three steps:

4+ Eliminating any repeating groups by putting them into separate tables
4+ Eliminating redundant data (occurring in more than one table)

4+ Eliminating attributes in a table that are not dependent on the primary key
of that table

Other database types

Relational databases have been extensively researched for network security appli-
cations and are well suited to textual applications. Other database types are useful
for multimedia and textual, multimedia, or security applications. Two of these types
are summarized in the following sections.

Object-oriented databases

Object-oriented databases (OODB) are useful in applications involving multimedia,
computer-aided design, video, graphics, and expert systems. An OODB has the fol-
lowing positive and negative characteristics:

4+ Ease of reusing code and analysis

4+ Places no restrictions on the types or sizes of data elements, as is the case
with relational databases

4 Reduced maintenance
4+ Easier transition from analysis of the problem to design and implementation
4+ A steep learning curve

4+ A high overhead of hardware and software required for development and
operation.

Object-relational databases

The object-relational database combines the features of object-oriented and rela-
tional databases. The object-relational model was introduced in 1992 with the
release of the UniSQL/X unified relational and object-oriented database system.
Hewlett Packard then released OpenODB (later called Odapter), which extended
its AllBase relational Database Management System.



Chapter 3 4 Access Control Considerations

Remote Access

Authentication, authorization, and accounting are important requirements during a
remote access session. A number of services and protocols are used to provide
these capabilities. These services and protocols are discussed in the following
sections.

RADIUS

A central authentication service for dial-up users is the standard Remote
Authentication and Dial-In User Service (RADIUS). RADIUS incorporates an authenti-
cation server and dynamic passwords. The RADIUS protocol is an open, lightweight,
UDP-based protocol that can be modified to work with a variety of security systems.
It provides authentication, authorization, and accounting services to routers,
modem servers, and wireless applications. RADIUS is described in RFC 2865.

Radius comprises the following three principal components:

4+ A network access server (NAS) — Processes connection requests and initi-
ates an access exchange with the user through protocols such as the Point-to-
Point Protocol (PPP) or the Serial Line Internet Protocol (SLIP). This activity
produces the username, password, NAS device identifier, and so on. The NAS
sends this information to the RADIUS server for authentication. The user
password is protected by encryption in protocols such as the Password
Authentication Protocol (PAP) or the Challenge Handshake Authentication
Protocol (CHAP).

4+ Access client— A device (router) or individual dialing into an ISP network to
connect to the Internet.

4+ The RADIUS server — Compares the NAS information with data in a trusted
database to provide authentication and authorization services. The NAS also
provides accounting information to the RADIUS server for documentation
purposes.

TACACS and TACACS+

Terminal Access Controller Access Control System (TACACS) is an authentication
protocol that provides remote access authentication and related services, such as
event logging. In a TACACS system, user passwords are administered in a central
database rather than in individual routers, which provides an easily scalable net-
work security solution. A TACACS-enabled network device prompts the remote user
for a user name and static password, and then the TACACS-enabled device queries
a TACACS server to verify that password. TACACS does not support prompting for a
password change or for the use of dynamic password tokens. TACACS has been
superseded by TACACS+, which provides for dynamic passwords, two-factor
authentication, and improved audit functions.
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TACACS + is composed of the following elements, which are similar to those of
RADIUS:

4+ Access client— A person or device, such as a router, that dials in to an ISP.

4+ A network access server (NAS) — A server that processes requests for con-
nections. The NAS conducts access control exchanges with the client, obtain-
ing information such as password, user name, and NAS port number. Then,
this data is transmitted to the TACACS+ server for authentication.

4+ The TACACS+ server— A server that authenticates the access request and
authorizes services. It also receives accounting and documentation informa-
tion from the NAS.

Password Authentication Protocol

Another authentication mechanism is the Password Authentication Protocol (PAP).
In PAP, a user provides an unencrypted user name and password, which are com-
pared with the corresponding information in a database of authorized users.
Because the user name and password are usually sent in the clear, this method is
not secure and is vulnerable to an attacker who intercepts this information. PAP is
described in RFC 1334.

In operation, after a communication link is established between the remote user
and PAP, a user ID and password are transmitted repeatedly until authentication is
completed or the communication is terminated.

PAP is vulnerable to ID and password guessing and to replay attacks.

An improved approach is the Challenge Handshake Authentication Protocol.

Challenge Handshake Authentication Protocol

The Challenge Handshake Authentication Protocol (CHAP), described in RFC 1994,
provides authentication after the establishment of the initial communication link
between the user and CHAP. CHAP operation comprises a three-way handshaking
procedure summarized in the following steps:

1. The CHAP authentication mechanism sends a “challenge” to the user follow-
ing the establishment of the communication link.

2. The user responds to the challenge with a string produced by a one-way hash
function.
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3. The hash value transmitted by the user is compared with a hash result calcu-
lated by the authentication mechanism. If the two hash values are identical,
authentication of the user is verified. If the values do not match, the connec-
tion is terminated.

4. For increased security, Steps 1 through 3 are repeated at random time peri-
ods. This procedure provides protection against replay attacks.

Callback

Yet another method of remote authentication is Callback. In Callback, a remote user
dials in to the authentication server, provides an ID and password, and then hangs
up. The authentication server looks up the caller’s ID in a database of authorized
users and obtains a phone number at a fixed location. (Note that the remote user
must be calling from that location.) The authentication server calls the phone num-
ber, the user answers, and then the user has access to the system. In some Callback
implementations, the user must enter another password upon receiving a Callback.
The disadvantage of this system is that the user must be at a fixed location whose
phone number is known to the authentication server. A threat to Callback is that a
cracker can arrange to have the call automatically forwarded to their number,
enabling access to the system.

Summary

Access controls are crucial in protecting the network and its associated resources.
In establishing an access control architecture, it is useful to limit the number of
areas of administration. SSO environments, such as Kerberos and SESAME, support
this concept. Mandatory access control paradigms are particularly useful in pro-
tecting information and preventing major compromises of intellectual property.

Databases are another important tool in providing access controls and implementing
the concept of least privilege through database Views. Remote access systems and
protocols, such as RADIUS and CHAP, provide secure means for authenticating suppli-
cants through the use of dynamic passwords and challenge-response procedures.

+ 0+ 0+
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Windows
Security

Windows security is an important component to the
overall security of a network or enterprise. The
Windows workstation holds a critical position in a defense-in-

depth strategy. Figure 4-1 illustrates the defense-in-depth
strategy.

Defense-in-depth is a general methodology to slow down and
obstruct an attacker. Defense-in-depth can also reduce the
damage that occurs from an attack or other security incident.
Should any one security control (defense) fail, defense-in-
depth slows an attacker down by ensuring that there are still
more obstacles in the way. This approach might give adminis-
trators time to discover and react to the threat. The “onion”
shown in Figure 4-1 has the following layers of protection:

4+ Managing users — The vigilance and security awareness
of users can be crucial to all the other security controls
being effective.

4+ Harden hosts — Default features are prime targets for
attackers and always make the Top 10 on vulnerability
lists.

4 Virtual local area network (VLAN) separation — Trust
but separate; no one aside from payroll personnel and
administrators has a need to be able to reach payroll
workstations.

4+ Server separation — Provide a place of enhanced secu-
rity for high-value targets.

4+ Wide area network (WAN) separation — Establish need-

to-know or need-to-access criteria between hosts and
sServers.

4 Customer separation — Assume that any users and
hosts outside of an organization’s control are insecure.

4 Internet perimeter — The Internet contains many
threats, but the FBI finds that most attacks come from
the inside.
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Putting the
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safely

The importance of
upgrades and
patches

Maintaining and
testing security

Known attacks
against Windows

workstations

¢+ 0+ o+



100  Partil + Operating Systems and Applications

Harden VLAN Customer | Internet

Hosts | Separation | Separation | Separation | Separation | Perimeter

Figure 4-1: Defense-in-depth methodology

Defense-in-depth can also serve to discourage an attacker. Attackers will take the
path of least resistance. Many attacks are opportunistic. The attacker sees a vulner-
ability and explores it. In such cases, the attacker will pursue the attack until resis-
tance is met. If the attacker then senses that there will be little resistance (no
defense-in-depth), they may be motivated to continue. If, on the other hand, the
attacker meets resistance and difficulty, they may abandon the attack and seek
easier prey.

Defense-in-depth also reduces the number of successful attackers. With defense-in-
depth, the attacker must be knowledgeable and able to execute several attacks.
This requirement eliminates the threat from the largest group of attackers, script
kiddies. Script kiddies are generally recognized as immature, anarchist hackers that
acquire tools developed by knowledgeable hackers. The script kiddies could not
develop these tools or even execute the attack manually. However, they are capable
of running the tools and causing damage. Most of these tools target a single vulner-
ability or flaw. Script kiddies are not proficient at stringing tools together, so they
are often thwarted by defense-in-depth.
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Windows Security at the Heart of the Defense

All attacks will require that the perpetrator must affect a networked device. In most
cases, this device is a host or server. Securing the Windows operating system
should be considered as important as any other security control, such as a firewall.

Because most work is typically done on the Windows workstation, it is often config-
ured for ease-of-use. There is a natural trade-off between ease-of-use and security.
The easier a system or application is to use, the less secure it will be. This trade-off
is illustrated in Figure 4-2. If an attacker has made it as far as a user’s Windows
machine, there is a good chance the attack will be successful.

More
Secure
Secure
Ease of Communications
Doing and
Business Transactions
Convenient Difficult

Figure 4-2: The trade-off between convenience
and security

Who would target me?

If you have chosen to make Windows your dominant platform, you can count your-
self among the vast majority of computer users. That in itself does not make you a
target for attack. However, the smart business approach that Microsoft has taken
may not lead to the best security for you. When you purchase your Windows prod-
uct, it will most likely do what you want it to do. Overall, the purchase will be a
pleasant experience, and this is a great business approach for Microsoft.

Another good business move by Microsoft is to make the product very easy to
install. Windows requires very little information for the initial installation. Older
versions of Windows 95 and Windows NT required some technical knowledge for
selecting options, but the newer versions of Windows require less knowledge about
how computers work while installing.

But there is a price to be paid for easy installation of an off-the-shelf product. The
product has many features that you probably do not need.

Windows features that the user does not use but that do not impact system perfor-
mance do not, at first, appear to be a problem. In fact, in the vast majority of cases,
no thought is given to configuring the operating system after the initial installation.
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Most users are obliviously happy, having just experienced an easy installation and
seeing that the system does everything that they expected.

The security problem is that these circumstances, a very large installation base,
and a feature-rich default installation, feed right into the hands of the hackers. The
hackers purchase and install the very same Windows as their future victims. They
know that if they find a vulnerability, they will have potentially millions of worksta-
tions to try to exploit. The hackers also know that most users will settle for the
default installation of Windows, leaving most features enabled.

This situation all leads up to Windows being the most targeted operating system for
hackers. It is a debate in the security community as to which operating systems
have the most published vulnerabilities. However, it is agreed that an out-of-the-box
installation of Windows will be attacked and compromised in short order, depend-
ing, of course, on the network to which it is attached.

Be afraid ...

It is a dangerous and cruel world out there. Most of us seek out safe havens in our
communities, at home, and at work. However, we still lock our cars and our front
doors.

Consider your Windows workstation an entry point for the outside world to get into
your safe haven. Consider some of the ramifications of having such easy access to
the outside world:

4 Credit card data could be stolen and used.

4 Private data could be stolen and used for identity theft.

4+ Private e-mail could be read by strangers or by colleagues at work.

4+ Pornographic and undesirable material, which would never be allowed in the
home or workplace, could be put on the workstation.

4+ Complete strangers could learn information about your family and children.
Such information could lure your children into a “trust” situation.

4 Viruses and worms may annoy your friends and colleagues, damaging your
personal and professional reputation.

4+ The Windows system could be used to attack and damage others, perhaps
leaving you liable.

You would never let a criminal or con artist into your home to look through private
papers. The same level of concern and protection should be extended to a
Windows workstation.

It is common to hear potential victims say, “I have nothing important to lose on that
system.” That is a false sense of security. Be paranoid and avoid the risk.
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Microsoft recommendations

Microsoft, on its official Web site at www.microsoft.com/security/protect, rec-
ommends the following three steps to improving a computer’s security:

1. Use an Internet firewall.
2. Get computer updates.

3. Use up-to-date antivirus software.

Microsoft recommends either a hardware or software firewall to “prevent hackers,
and many types of viruses and worms, from accessing your computer.” This chap-
ter discusses additional ways to protect against these threats.

Microsoft also recommends a daily update using the automatic update feature avail-
able in Windows 2000 Service Pack 3 or later. This chapter will discuss the need to
keep all applications updated, as well as some associated steps such as testing and
backups.

Microsoft suggests getting antivirus software from Computer Associate, McAfee
Security, or Symantec, keeping it up-to-date, and configuring it properly. This chap-
ter further expands on these recommendations.

These are important steps to maintaining the security of a Windows workstation.
This chapter will discuss many more steps that can be taken to secure a Windows
workstation.

The following recommendations are in support of hardening systems on the
network:

4+ Establish a plan to harden any host that will interact with the outside world,
including placing the Windows workstation on a local area network (LAN) or
sharing files with other computers. It is most important to develop a proce-
dure that is kept up-to-date. Many points will be learned along the way and it
is important that these be noted and get incorporated into the procedures.
Each time you harden a system, it will go quickly and smoothly. This is
assumed to take 50 hours.

4+ Never put an out-of-the-box operating system on a LAN other than a very
secure test LAN. Original equipment manufacturers (OEMs) prepare Windows
workstations for a wide audience. An organization needs to have systems
stripped down to the minimal needed for the business to be done.

4+ Never put a Windows workstation that has previously been on the Internet on
a trusted LAN. Any host that has been unprotected on the Internet for more
than an hour should be considered suspect and corrupted. If placed on a
trusted LAN, it will pose a risk to all the other workstations. Any Windows sys-
tem that has been on the Internet, unprotected, should be completely rebuilt
before being put into a trusted environment.
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4 Turn off unneeded ports on the Windows workstation. Numerous tools, such
as nmap, are available to check the open ports by scanning from the network.
On the Windows workstation, run netstat -a from a command prompt will list
the open ports.

4 Turn off unneeded services on the Windows workstation, even if these ser-
vices do not open ports onto the network.

4+ Use the Microsoft update site to determine the recommended patches and
upgrades to the Windows operating system.

4 Install and maintain a good antivirus application.

4 Put personal firewalls on the Windows workstations. This is a good defense-in-
depth deterrent for attackers. Free versions are available such as ZoneAlarm
by Zone Labs or Tiny Firewall by Tiny Software.

4 Do not run high-visibility services (Web, mail, file sharing, information
sharing— LDAP, FTP) on the Windows workstation without a business case. A
review of all such services running should be done to determine their need.
Any that are not needed should be shut down or disabled.

4+ Do not use services that have reliable secure versions. For example, use SSH
for Telnet, IMAP instead of POP3, and secure FTP for FTP.

4 Identify mission-critical applications and maintain the security patches and
upgrades for these applications.

4+ Establish a program to scan the Windows workstation periodically to deter-
mine what ports are open and why. Optimally, the workstation should be
checked quarterly.

4+ Use strong passwords. Change the password frequently — every 60 days or
sooner is recommended.

4+ Operate safely. Don’t open or launch any application that you are not 100 per-
cent sure about. Don’t open e-mails from strangers. Don’t open any e-mail
attachment you do not expect ahead of time. Remove unneeded data and
history files from the workstation. Use encryption.

4+ Watch for performance issues. If metrics are not in place to notice perfor-
mance, put them in place.

4 Run a host-based intrusion detection system (HIDS) on critical Windows work-
stations. The HIDS will detect unauthorized activity on the host as well as
raise the alarm if certain files are changed. The costly part of running an HIDS
is the learning curve. Because each site’s administrators will manage their
own HIDS systems, this learning curve is repeated several times. The learning
curve continues because the HIDS must be monitored and adjusted on the
installed servers. It is expected that the administrators will spend a couple of
hours a week working with the HIDS.
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Out-of-the-Box Operating System Hardening

This section examines steps to improve the security of a Windows system, prior to
putting the workstation on the network.

Prior to system hardening

Physically disconnect the workstation from any network. Out-of-the-box installa-
tions of Windows are so prominently targeted that a new system can be compro-
mised in a matter of minutes, or even seconds — far too fast for an administrator to
harden the system.

If reinstalling Windows on an existing workstation, be certain to back up your data.
Back up to external media or to a different hard drive or partition. Most people
back up their data files, such as letters and photos. It is also important to capture
some other information while the system is still functioning. Consider the following,
for example:

4+ Write down the type of video card and how much memory it has.

4 Record the network interface card (NIC) type and any TCP/IP settings. If using
wireless, record the service set identifier (SSID) and any encryption keys.

4 Check dialup connections for phone numbers.
4+ Go into the Web browser and save the bookmarked pages.
4+ Record printer configuration settings.

4+ Record any types and configurations for other hardware such as sound cards,
Web cameras, or scanners.

The general process of system hardening

No matter which Windows version you are dealing with, the general process for hard-
ening the operating system and workstation is the same. The process is as follows.

4 Assess and understand the role of the Windows workstation to be hardened.
This entails understanding the users and their responsibilities. It also involves
knowing where on the network the workstation will be placed.

4 Acquire hardening procedures for other Windows workstations that have a
similar role. If prior procedures are not available, get a listing of applications
and settings on a similar workstation (winmsd.exe provides a good starting
point). There are many hardening guides available to assist an administrator
in the hardening of their operating system. These guides offer an administra-
tor a step-by-step procedure for securing the workstation. They also assist
network administrators by offering a repeatable process so that steps are not
missed.
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4+ Install a clean version of the operating system; then document the changes
and burn a ghost image.

4+ Remove some services that are not required; then document the changes and
burn another ghost image.

4+ If at any point, the system becomes unusable, which should be expected, drop
back to the most recent ghost image and try again. However, this time, do not
remove the service that caused the problem.

4+ Remove any extra applications that may have been loaded with the Windows
operating system, then document the changes and burn another ghost image.

4+ Check and close any ports that are not explicitly required for performing the
mission of this workstation. Open ports can be detected by opening a com-
mand prompt window and running netstat -an. Any protocol listed in the
results that shows a status of “LISTENING” has an open port.

4+ Locate and close any shares that are not explicitly required by the role that
this workstation will have. Open shares can be listed by opening a command
prompt window and running net share. This will list the share name and the
resource (folder) being shared. You can disable sharing through the Windows
Explorer by clicking on the properties of the folder.

4 Install only the needed applications, document the changes, and burn a final
ghost image.

4 Install a personal firewall on the Windows workstation.

4 Thoroughly test the system.

It is important to document every step of the system hardening for both successes
and failures. If failures occur, usually in the form of the system crashing or hanging,
it is important to know exactly what was done so the procedure can be altered. The
most common failure will be a result of a needed service having been disabled or
removed.

It is also important to document the case when the system hardening goes success-
fully. A detailed procedure for how to harden a system for a particular organization
or user will be very useful when adding future systems to the inventory. A Web
search will produce a number of sets of procedures for hardening various Windows
operating systems. Many colleges and universities provide this information, primar-
ily trying to reach their student population, but they make the information available
to the public in the process.

By now, you should see the need to have frequent ghost images. The relatively
short delay taken to burn a ghost image will be more than recouped the first time
the system crashes and needs to be rebuilt. The ghosting application makes a com-
pressed snapshot of the partition on the hard drive. This snapshot or image can
either be burned to a CD-RW disk, or put on another hard drive partition.
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It is important to thoroughly test the system once it has been hardened. The final
configuration is, in all likelihood, not one that has been tested by Microsoft. In fact,
the combination of services and applications needed might be unique to your
organization.

You can obtain a list of Windows services using the net command. The following
results from opening a command prompt and running net start:

Alerter
Automatic Updates
COM+ Event System
Computer Browser
DHCP Client
Distributed Link Tracking Client
DNS Client
Event Log
IPSEC Policy Agent
Logical Disk Manager
Messenger
Network Connections
PGPsdkService
PGPService
Plug and Play
Print Spooler
Protected Storage
Remote Access Connection Manager
Remote Procedure Call (RPC)
Remote Registry Service
Removable Storage
RunAs Service
Security Accounts Manager
Server
System Event Notification
Task Scheduler
TCP/IP NetBIOS Helper Service
Telephony
VMware Tools Service
Windows Management Instrumentation
Windows Management Instrumentation Driver Extensions
Workstation
The command completed successfully.

Windows 2003 new installation example

Here is an example of a typical out-of-the-box installation of Windows 2003 Enterprise
Edition. No special features were installed. This was the baseline installation, and the
workstation might be used for anything from simply a word processing station to an
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Internet gaming workstation. Six ports were found open on the new installed system
using nmap and nessus. Scanners found the following information:

The 65530 ports scanned but not shown below are in state:
closed

Port Service

135/tcp loc-srv

137/udp netbios-ns

139/tcp netbios-ssn

445/tcp microsoft-ds

1025/tcp NFS-or-I1IS

1026/tcp LSA-or-nterm

The following list breaks down the port information discovered during the scan in
detail:

4+ Port 135 - loc-srv/epmap — Microsoft Data Circuit-Terminating Equipment
(DCE) Locator service aka end-point mapper. It works like Sun Remote
Procedure Call (RPC) portmapper, except that end points can also be named
pipes. Microsoft relies upon DCE RPC to manage services remotely. Some ser-
vices that use port 135 of end-point mapping are Dynamic Host Configuration
Protocol (DHCP), Domain Name System (DNS), and Windows Internet Name
Service (WINS) servers. The remote host is running a version of Windows that
has a flaw in its RPC interface, which may allow an attacker to execute arbi-
trary code and gain SYSTEM privileges. An attacker or a worm could use it to
gain the control of this host. Note that this may not be the same bug as the
one described in MS03-026, which fixes the flaw exploited by the MSBlast (or
LoveSan) worm. DCE services running remotely can be enumerated by con-
necting on port 135 and doing the appropriate queries. An attacker may use
this fact to gain more knowledge about the remote host. The scanners provide
the following additional information:

e Solution: see www.microsoft.com/technet/security/bulletin/
MS03-039.asp

e Solution: see www.microsoft.com/technet/security/bulletin/
MS03-026.asp

4+ Port 139 - NetBIOS Session (TCP) — Windows File and Printer Sharing. A
Server Message Block (SMB) server is running on this port. This is the single
most dangerous port on the Internet. All File and Printer Sharing on a
Windows machine runs over this port. About 10 percent of all users on the
Internet leave their hard disks exposed on this port. This is the first port
hackers want to connect to, and the port that firewalls block.

4+ Port 139 - NetBIOS Session (UDP) — The remote host is running a version of
the NetBT name service that suffers from a memory disclosure problem. An
attacker may send a special packet to the remote NetBT name service, and
the reply will contain random arbitrary data from the remote host memory.
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This arbitrary data may be a fragment from the Web page the remote user is
viewing, or something more serious, such as a POP password or anything else.
An attacker may use this flaw to continuously poll the content of the remote
host’s memory and might be able to obtain sensitive information.

4+ Port 445 —SMB in Windows 2000. Microsoft has created a new transport for
SMB over TCP and UDP on port 445. This replaces the older implementation
that was over ports 137, 138, and 139. However, port 139 is still left open on a
new installation. A Common Internet File Systems (CIFS) server is running on
this port. It was possible to log into the remote host using a NULL session.
The concept of a NULL session is to provide a null user name and a null pass-
word, which grants the user the guest access. The computer name of the
Windows 2003 host was determined through the null session running on this
port. This is potentially dangerous as it may facilitate the attack of a potential
hacker by giving him extra targets to check for. The scanners provide the fol-
lowing additional information.

¢ To prevent null sessions, see MS KB Article Q143474 (NT 4.0) and
Q246261 (Windows 2000). Note that this won’t completely disable null
sessions, but it will prevent them from connecting to IPC$.

4+ Port 1025 —This is the first dynamically assigned port. Therefore, virtually
any program that requests a port can be assigned one at this address. A DCE
service is listening on this port. Here is the list of DCE services running on
this port:

e UUID: 12345678-1234-abcd-ef00-0123456789ab, version 1, Endpoint:
ncacn_ip_tcp:192.168.1.12[1025] Annotation: IPSec Policy agent
endpoint

e UUID: 12345778-1234-abcd-ef00-0123456789ac, version 1, Endpoint:
ncacn_ip_tcp:192.168.1.12[1025]

4+ Port 1026 — This is a dynamically assigned port. Therefore, virtually any pro-
gram that requests a port can be assigned one at this address. Nmap reports
that either a Local Security Authority (LSA) server or the nterm application is
running. Here is the list of DCE services running on this port:

e UUID: 1ff70682-0a51-30e8-076d-740be8cee98b, version 1, Endpoint:
ncacn_ip_tcp:192.168.1.12[1026]

e UUID: 378e52b0-c0a9-11cf-822d-00aa0051e40f, version 1, Endpoint:
ncacn_ip_tcp:192.168.1.12[1026]

e UUID: 0a74eflc-41a4-4e06-83ae-dc74fblcdd53, version 1, Endpoint:
ncacn_ip_tcp:192.168.1.12[1026]

This example illustrates the inherent problem with out-of-the-box installations of
Windows systems. This system was not intended to be used for file sharing or serv-
ing up DHCP, NFS, IS, LSA, or nterm. Yet, apparently, ports are open for these or
similar applications.
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Specifics of system hardening
The following list itemizes more specific recommendations that can improve the
security of a Windows workstation.
4+ Enable the built-in Encrypting File System (EFS) with NTFS.
4+ Remove Enable LMhosts lookup.
4 Disable NetBIOS over TCP/IP.
4+ Remove ncacn_ip_tcp.
4+ Set MaxCachedSockets (REG_DWORD) to 0.
4+ Set SmbDeviceEnabled (REG_DWORD) to 0.
4 Set AutoShareServer to 0.
4 Set AutoShareWks to 0.
4+ For NullSessionPipes delete all value data INSIDE this key.
4 For NullSessionShares delete all value data INSIDE this key.

4 If the workstation has significant random access memory (RAM), disable the
Windows swapfile. This will increase performance and security, because no
sensitive data can be written to the hard drive.

4+ Set specific users to have access to shared folders. This will prevent other
users (except administrator) from accessing the shared folder.

4+ Set the number of users allowed to access the shared folder to a reasonable
number. If the folder is intended to be accessed by only one user, set the
number of users to 1.

4+ If encryption of folders content is available (as in XP Professional version),
use it.

4+ Apply appropriate Registry and file system ACLs.

4+ Protect the registry from anonymous access.

4 Display legal notice before the user logs in.

4+ Set the paging file to be cleared at system shutdown.

4 Set strong password policies.

4+ Set account lockout policy.

4+ Enable auditing of failed logon attempts and privilege requests.
4 Secure LDAP features.

4+ Remove exploitable sample data from IIS.
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Do not use AUTORUN

Untrusted code can be run without the direct knowledge of the user. In some cir-
cumstances an attacker can put a CD into the machine and cause his own script
to run.

File permissions

Another important, and often overlooked, security procedure is to lock down the
file-level permissions for the server. By default, Windows does not apply specific
restrictions on any of the local files or folders. The Everyone group is given full per-
missions to most of the machine. To harden the operating system, this group must
be removed and only the proper groups and users be given specific access to every
file and folder in the operating system.

The Registry

Although changes to Windows are done with the Graphical User Interface (GUI), the
changes are really just made in the Registry. Many functions that the Registry per-
forms cannot be manipulated through the Windows GUIL It is essential that the admin-
istrator take the time to thoroughly understand how the Registry functions and what
functions the different hives and keys perform. Many of the vulnerabilities found in
the Windows operating system can be fixed by making changes to specific keys.

File allocation table security

Microsoft Windows has many of its security features enabled out-of-box, but due to
the variety of network scenarios, most of its security features are inactive at the
time of install. One of the primary security features that Windows offers, unique in
Microsoft environments, is its file allocation table, New Technology File System
(NTFS), which allows for file-level permissions. Many administrators do not imple-
ment this format on their servers; it is inaccessible from DOS, making certain recov-
eries more difficult and time consuming. An administrator’s first line of defense is to
verify that every Windows server is formatted with NTFS and that the proper per-
missions have been applied.

User groups rights
After the files have been locked down, user rights need to be established for the dif-
ferent groups in the organization. Windows has a built-in logic on what rights each
group should have. Standard groups include the following:

4+ Users

4 Domain Administrators

4 Power Users

4+ Backup Operators
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Users should be strategically placed in specific groups depending on their job
needs. However, it is recommended that users not be placed in any pre-made group.
New groups with specific rights should be created for users based on their specific
job needs. Administrators can keep tighter controls on their networks’ user permis-
sions infrastructure if it is created specifically for the organization. A common way
of designing groups is by department. Users in specific departments tend to per-
form the same job duties, requiring that they all have the same rights. For example,
by placing everyone in the marketing department into the marketing group, it will
be easier for the administrator to keep the current employee list accurate in their
system. Also, verify that only domain administrators have the right to log on locally
to any machine in the server environment. This will ensure that even if a user
obtains physical access to the machine, they will not be able to locally log on to
the machine.

Create or edit user level accounts

Caution must be taken to avoid users having passwords that never expire. This
setting will lower the security level, giving an attacker unlimited time to guess the
password, and an unlimited amount of time to use the password once it is uncov-
ered. Also, accounts where the user has established an account but never logged
on should be eliminated. These accounts are frequently created with standard
passwords and may give unauthorized access opportunities to an attacker. All user
accounts should be checked regularly to ensure that some have not expired.

If not done during installation, create user accounts so that the administrator
account does not need to be used for normal work. If an account other than
Administrator was set up during the installation, check that it is not an administra-
tor account. If needed, reset the account to Restricted User. Do not use the same
password for restricted accounts as for the administrator account.

For each user, set the following:

4+ Users must enter a user name and password to use this computer
4+ Maximum password age— 360 days

4 Minimum password age—0 days

4 Minimum password length — 14 characters

4+ Password must meet complexity requirements — Enable

4+ Store passwords using reversible encryption for all users in the domain —
Disable

4 Account lockout threshold — 3 invalid logon attempts
4 Account lockout duration — 15 minutes
4+ Reset account lockout counter after — 15 minutes

4 Audit account logon events — Success, failure
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4 Audit account management — Success, failure
4+ Audit logon events — Success, failure
4+ Audit object access — Success, failure
4 Audit policy change — Success, failure
4 Audit system events — Success, failure
Using the net command, the administrator can check the values of some key param-

eters. The following information is available by opening a command prompt and
running net account:

Force user logoff how long after time expires?: Never
Minimum password age (days): 0
Maximum password age (days): 42
Minimum password length: 0
Length of password history maintained: None
Lockout threshold: Never
Lockout duration (minutes): 30
Lockout observation window (minutes): 30
Computer role:

WORKSTATION

The command completed successfully.

The following information is available by opening a command prompt and running
net localgroup:

Aliases for \\RISKY_SYSTEM

*Administrators *Backup Operators *GQuests
*Power Users *Replicator *Users
The command completed successfully.

Use good passwords

Good passwords are key to protecting a Windows workstation. Passwords will ini-
tially be set when installing the operating system. However, passwords should be
changed frequently as the Windows system is operated. Some key features of good
passwords are as follows.

4+ The password should be at least 14 characters long, containing both letters,
numbers, and special marks (such as !"# %&/()).

4+ Never use the same password in two places or systems.

4+ Do not use simple or obvious passwords that may be easy for an attacker to

guess.

A detailed discussion of password security for Windows is discussed in the section
-~ “Operating Windows Safely,” later in this chapter.
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Securing the typical Windows business workstation

As discussed earlier, Windows is a general operating system. However, the typical
workstation user does not need a general computing device.

The typical business Windows workstation user needs a computer to do the following:

4+ Word processing and office productivity — This is a key use of computers on
the typical workstation. Word processors or text editors, presentation appli-
cations, spreadsheets, and simple database tools are the common office suite.
To harden Windows for using these applications, be sure to disable macros.

4 E-mail — Only the e-mail client is generally needed. The Windows workstation
is at risk for a number of additional vulnerabilities if the user decides to run a
mail server, as well. When hardening the workstation, be sure to use a virus
protection application. If possible, the workstation should be set up to use
Secure Shell (SSH) and port forwarding when getting and sending e-mail. In this
way, the traffic will be encrypted and not subject to being sniffed on the LAN.

4+ Web browsing — Users should be instructed not to download questionable
applications.

4 Occasional file transfer — If downloading a file, only turn on the transfer
capability for the short period of time it is needed. Train the user not to pull
questionable files.

4 File sharing — Use a file server to share files. Use antivirus and pest control
tools on the file server. (Pest software is generally something that alters the
user’s workstation in a manner that is unwanted and annoying. The typical
example is when irritating pop-up ads persist despite all efforts by the user to
close them.)

Word processing, e-mail, Web browsing, and file transfer do not require outsiders to
gain access to the Windows workstation. Therefore, the personal firewall on the
Windows workstation could be set to block all outside access.

File sharing does require that outsiders have access to the workstation. This would
require access through the personal firewall on the Windows workstation. To avoid
having to open up access to the Windows workstation, file sharing should not be
done directly to a file server.

Securing the typical Windows gaming system

The typical home gaming Windows workstation is similar to the business worksta-
tion, but games introduce an added risk. Games can be an uncontrolled means of
introducing malcode onto the workstation. Malcode (also known as malicious logic)
consists of hardware, software, or firmware that is intentionally included or inserted
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in a system for a harmful purpose. Some forms of malcode include logic bombs,
Trojan horses, viruses, and worms. Three cases exist for a gaming workstation:

4+ The games are all purchased from trusted sources (such as shrink wrapped in a

major computer chain). The software can be considered safe to put on a work-
station that is exposed to a trusted LAN. It is safe to have this gaming worksta-
tion. When no longer used for gaming, it is recommended that this workstation
be rebuilt with a new operating system. Games are notorious for interfering
with an operating system. This interference is manifested in applications not
working together smoothly. The security concern is that any abnormal operat-
ing system configuration is a security risk. The security controls put in place to
protect a system may not be valid if the operating system has been subtly
altered due to a game installation.

4+ The gaming software is acquired from sources that cannot be verified. Such

software should be considered questionable and risky. This gaming worksta-
tion needs to be isolated. Ultimately, this workstation should be considered
compromised and not trusted to interact with any trusted LANs. The worksta-
tion should be disconnected from any untrusted LAN. Because most homes
have only one connection to the Internet, this usually means that the gaming
workstation should not be connected to the Internet. It would be safe to con-
nect this workstation to the Internet on a LAN of its own. Again, caution
should be taken not to permit any personal or private data on this worksta-
tion. When no longer used for gaming, this workstation should not be con-
nected to a trusted network, without the operating system being completely
re-installed.

4 If the gaming workstation must be connected to the Internet (due to the

nature of the games), the workstation should be used only for gaming. No
private data should be put on the workstation. The workstations operating
system should be rebuilt frequently (approximately every three months or
when switching to new games). Under no circumstances should this worksta-
tion be later connected to a trusted network, without the operating system
being completely re-installed.

Installing Applications

After the operating system has been hardened, it is time to install the applications
needed for the particular mission intended for this workstation. For security rea-
sons, the applications on the Windows workstation are limited to the minimum
needed to perform the user’s mission. This is a simple matter of reducing the expo-
sure or risk by removing a potential avenue of attack.

- Cross- ‘X‘
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Chapter 10 carries this security principle even further and looks at a separation of
services.
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Antivirus protection

A virus is a computer program embedded in another program or data file. The virus
is designed to copy itself into other files whenever the infected file is opened or
executed. In addition to propagating itself, a virus may perform other tasks, which
can be as benign as changing colors on the computer screen, or as malicious as
deleting all files on a hard drive. Once a user’s computer has been infected with a
virus, it can be very difficult to isolate the virus and eradicate it. Often a user’s
eradication efforts are focused on the symptoms caused by the virus and miss the
virus code itself.

Viruses and worms spread using means normally available on a workspace or home
LAN. Some examples of how a virus spreads are as follows:

4+ On bootable floppies as they are transported from machine to machine —
This is rarely seen today. It was much more prevalent in the past when games
needed to boot machines to configure the workstation properly.

4+ Through files shares — An example of this is the W32NetSky virus that dupli-
cates itself in numerous files on every open share.

4+ Through e-mail attachments —If a user opens or launches an attachment
containing a virus, it can spread by sending out more e-mails, or by using any
of the other methods in this list.

4+ By downloading files from the Internet— Files downloaded from the Internet
and opened may contain macros or code that starts the spread of a virus or
worm.

4+ By exploiting a vulnerability in an application — Once running, the virus or
worm can connect to applications running on other Windows workstations. It
is then free to exploit a vulnerability. An example of this is SLAMMER, which
jumps from host to host, exploiting a SQL database vulnerability.

Virus protection controls should focus on the following:

4+ The use of antivirus applications —Protection against new viruses can be
provided by antivirus applications that provide frequent upgrades for virus
signatures.

4+ Windows configuration — Virus spread can be stopped by disabling worksta-
tion vulnerabilities, such as NetBIOS shares. NetBIOS is discussed in more
detail in the “Operating Issues” section of this chapter. A virus can exploit the
trust established between two users when a NetBIOS share is set up between
workstations.

4+ User training and awareness — Most viruses (as well as worms and Trojan
horses) can be stopped in their tracks by an aware user.

This multilevel defense against viruses and worms is shown in Figure 4-3. Because
new viruses and worms are constantly being created, the best protection is to run
antivirus software, properly configure Windows, and educate users on safe practices.
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Figure 4-3: Protecting against viruses, worms, and Trojan horses

With today’s threat environment, it is important to have virus protection applica-
tions running on all Window systems. Additionally, it is important to have the cur-
rent version of the antivirus software as well as the current signatures of any
viruses. The virus signatures are patterns of bits inside a virus that let the antivirus
software detect the virus. The antivirus software relies on periodic updated virus
signature files to provide protection against the latest threats. A number of good
antivirus products are available today for the Windows workstation, such as those
from Symantec, Network Associates, and Computer Associates.

With virus protection software, Windows workstations can trap and block viruses
before they can spread further. An organization should have protection on every
server where people are saving files or storing e-mail messages. The antivirus soft-
ware should be configured to provide real-time protection as well as routinely
scheduled scanning. Without continuous protection, a virus can spread throughout
an organization before the next routine scan is scheduled.

By providing users with training on safe Internet practices, many attacks can be
stopped even before the antivirus manufacturers have released a new virus signa-
ture. Even though a virus attacks an individual workstation, it is a community
problem. It is important to have organization-wide antivirus policies, procedures,
and standards. If such policies are not effective, valuable data may be destroyed or
disclosed without authorization. In addition, unnecessary costs are likely to go
uncured, such as wasted processing resources, the cost to isolate and eradicate
the virus, and the cost to restore or recreate the lost data. It is important that all
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servers and workstations be checked periodically to verify that the latest virus pro-
tection software is in place, and that all file servers and e-mail servers are scanned
constantly.

Personal firewalls

A personal firewall is software that runs on the user’s workstation and blocks
incoming and outgoing LAN traffic.

When used properly, a personal firewall can be much more effective than a perime-
ter firewall in protecting the user’s workstation. With regard to traffic in and out of
a user’s workstation, the perimeter firewall configuration is usually very general.

A properly configured personal firewall can be very specific to a user’s need for
LAN traffic.

The proper way to configure a personal firewall is to block everything in and out of
the workstation. As the user encounters warnings of attempted activity that has
been blocked, the user can choose to permit that traffic. In a short period of time,
the user will have unblocked the majority of traffic they need to and from the LAN.
The configuration of the personal firewall now represents the user’s very specific
needs.

Secure Shell

Secure Shell (SSH) secures connections over the network by encrypting passwords
and other data. SSH is a program for logging into and executing commands on a
remote machine. It is intended to replace rlogin and rsh, and provide secure
encrypted communications between two untrusted hosts over an insecure network.
X11 connections and arbitrary TCP/IP ports can also be forwarded over the secure
channel.

As an authentication method, SSH supports RSA-based authentication. In this
method encryption and decryption are done using separate keys, and it is not
possible to derive the decryption key from the encryption key. Each user creates a
public/private key pair for authentication purposes. The server knows the public
key, and only the user knows the private key.

When launched, SSH opens a command prompt window (terminal session) to the
other server or host. All traffic generated within that terminal session is encrypted.
SSH was first used as a substitute for remote server management via telnet. SSH
essentially opens an encrypted telnet session. But the capability to forward ports in
SSH has greatly expanded its uses. The use of port forwarding to secure e-mail is
described in the section “Operating Windows Safely” in this chapter.

One of the most powerful aspects of SSH is that it can be used to improve the use of
less secure protocols. A common use of SSH port forwarding is for encrypting
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e-mail traffic. This is useful because certain e-mail protocols, such as POP3, send
the e-mail messages in the clear, meaning they are easily read and not encrypted.
Without the use of SSH, the Windows client will receive e-mail from the mail server
by connecting to port 110 (POP3 e-mail) on the server. The server responds by
sending the client’s e-mail back in the clear (unencrypted). This puts potentially
sensitive traffic on at least two local segments (LANs) and the Internet. However, an
SSH session can be established with a mail server using the port forwarding
options to secure this traffic. For example, when establishing the SSH connection
the option can be given to forward the Windows client’s port 65110 to the mail
server’s port 110 (POP3 e-mail). Now, if e-mail is retrieved by POPing the local port
of 65110, the e-mail will be retrieved from the mail server. The e-mail will be
encrypted because it will have traveled over the SSH port forwarding. Mail can be
sent in a similar fashion by forwarding a local Windows port to port 25, Simple Mail
Transfer Protocol (SMTP), on the mail server.

"\ The SMTP technique is discussed in more detail in Chapter 8.
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Secure FTP

Secure FTP (sFTP) is a file transfer client program, which enables file transfer
between the Windows workstation and an FTP server. It uses the same encryption
and authentication methods as SSH. Because sFTP is an implementation of FTP over
SSH, it provides all the security of SSH and all the features of FTP. In addition to
transferring files, sFTP can delete files, change file names, create and delete directo-
ries, and change file access rights.

Using sFTP is the recommended alternative to NetBIOS file shares. However, with the
added security comes some inconvenience. An sFTP solution to file sharing requires
either a separate file server, or the need to run an sFTP server daemon on each
Windows workstation. The first option, a separate file server, is recommended.

Pretty Good Privacy

Pretty Good Privacy (PGP) is a public key encryption package to protect e-mail and
data files. It lets you communicate securely with anyone who has a public key.
Because public keys do not require a secure channel to exchange keys, the key
exchange is not difficult. Public keys can be e-mailed, put on public key servers, or
put on public Web sites.

PGP integrates nicely with most e-mail clients. So, once you have someone’s public
key, you can send e-mail with attachments that only they can open.

\ Encryption and public/private keys are covered in detail in Chapter 16.
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Putting the Workstation on the Network

The Windows workstation should not be put on a network without some prior con-
siderations as to the risk that exists. Because it takes only seconds for a local attack
on a new workstation, care must be taken to prepare the system before putting it on
any network.

Test the hardened workstation

Prior to putting a newly hardened Windows workstation on a risky network, the sys-
tem should be tested at its network interface. The test should consist of running a
port and vulnerability scan against the Windows system. Any open ports should be
accounted for, meaning that the application using that port should be required for
the workstation’s mission.

Once this initial testing is done, it should be archived for comparisons to future
scans. By comparing new and old scans, the Windows workstation can be quickly
checked for the addition of security vulnerabilities.

Physical security

The physical security of the Windows workstation is important because lack of
physical security can quickly nullify all the work done to harden the operating sys-
tem. An attacker can take over control of any Windows workstation to which they
have physical access.

The Windows workstation should have a reliable supply of power. If possible, this
should consist of an uninterruptible power supply (UPS). It is considered a security
problem if a system is unable to perform its functions due to a loss of power.
Additionally, sudden losses of power can cause loss of data and possibly hard
drive failures.

Architecture

To keep your newly hardened Windows workstation secure, it is important to place
it within a secure architecture. Architecture, in this case, refers to how the total net-
work is designed and constructed. Certain portions of the network are more secure
than others. The newly hardened workstation should be placed on the most

secure LAN that still permits the user and the workstation to complete its mission
and functions.

The security of the LAN on which the workstation is to be located should dictate the
system’s configuration. Figure 4-4 shows three segments with different levels of secu-
rity. The least secure segment is labeled DMZ, the next most secure segment is
labeled Company Intranet, and the most secure segment is labeled Personal Segment.
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Figure 4-4: The configuration of the workstation depends, in part, on its network
segment.

Any system placed in the DMZ should be locked down and very hardened. It should
contain no personal or sensitive data. It should contain a bare minimum of applica-
tions. In fact, it should not have any of the normal applications that a workstation
might have. It should only have the single application that requires it to be in the DMZ.

If the workstation in the DMZ does need to handle sensitive data, that data should
be acquired just in time to support the transaction needing it. For example, sup-
pose the workstation is running a Web server to provide meeting schedules for
traveling salespersons. The names and meeting times of the salespersons are too
sensitive to leave on a system that sits on the DMZ. If a salesperson enters the Web
site and needs to know his or her meeting details, the workstation must query the
information from the workstation on the intranet. This sensitive data is not stored
on the DMZ workstation but rather is immediately provided to the salesperson and
then deleted.

No sensitive or private data should be stored on the DMZ workstation because of
the elevated risk of being compromised or attacked.

The workstation sitting on the intranet should not contain any personal or private

data. Because this is a company intranet, it is safe to have company-sensitive data

on the workstation. This workstation should strictly conform to company policies

regarding software use. It should not be running any personal software without the
knowledge of the company network administrators.

The workstation on the private network segment can have any private or personal
data that is needed for the user’s mission.

Firewall

The network that the Windows workstation is to be placed on should be protected
from other unsecured networks (such as the Internet) by a firewall. While you
may have hardened the operating system and workstation in general, it is still vul-
nerable to misuse of the workstation’s capabilities as well as relay, spoofing, and
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man-in-the-middle attacks. One of the best ways to protect against these attacks
and misuse of the workstation is to keep malicious users off the local segment
on which the workstation is connected, and a network firewall is a good way to
do that.

~Cross- '\ Security issues related to firewalls and their configurations are discussed in detail
| Reference’\ , chapter 13
g pter 13.
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Intrusion detection systems

For purposes of protecting the Windows workstation, an intrusion detection system
(IDS) will serve much the same purpose as the firewall, that is, to keep malicious
users off the same segment or LAN as the workstation. In the case of an IDS, the
attacker or attacking code is detected if it has gotten around the firewall. The IDS
can also detect an attack that originates on the LAN, a case in which the network
firewall would not be useful.

~Cross- '\ Security issues related to IDS and its configurations are discussed in detail in

|| Befertiljff_\ Chapter 13.
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Operating Windows Safely

It is not sufficient merely to harden a Windows workstation against an attack; the
workstation must also be operated safely. After hardening, the workstation must
still be able to assist the user in performing some mission. If the user instead
chooses to operate the workstation in a risky manner, the system may be left
open to attack.

Separate risky behavior

Ultimately, the security posture of a Windows workstation depends on the activity
in which the user engages. To not put at risk an otherwise secure Windows worksta-
tion, risky user behavior should be separated from other activities whenever possi-
ble, either with a separate Windows workstation, or within the multiboot capability
provided in Windows NT and more recent versions of Windows.

When it comes to use of a Windows workstation, users fall into one of two personal-
ity categories (and sometimes both): risky or stable.

The stable personality uses the Windows workstation as a tool for the following
types of tasks:

4+ E-mail and Instant Messaging — Limited to family, friends, and co-workers

4+ Web browsing — Shopping, entertainment, information searching
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4 Multimedia — Watching DVDs or listening to audio files

4+ Document writing — Letters, articles, diaries, presentations, recipes, and
inventories

4 Photo processing — Downloading images from digital cameras, some minor
photo editing, printing photos

4+ Web site maintenance — Minor editing of HTML files for a personal or small
business Web site

4+ Finances — Small payrolls, taxes, banking online, and checkbook balancing
4 Simple gaming — Minesweeper, solitaire, time-tested, shrink-wrapped prod-
ucts such as flight simulator and card games

In many cases, this is the only personality that users will have. In addition to the
general requirements for securing their workstation, they need to be sure to have
up-to-date antivirus protection and surf the Internet safely. Not too much else will
get them into trouble.

The risky personality does some or all of the following:
4+ Web browsing — With frequent downloads to try things out, such as 30-day

trials and free software

4+ IRC chat— Spends significant time in chat rooms and exchanges interesting
downloads

4+ Multimedia — Experiments with screen savers, movies, and short clips;
Shares files on peer-to-peer forums, such as Kazaa

4 Tools — Likes to get “toys” such as macros for Microsoft Word and Excel

4+ Screensavers — Experiments with applications such as screensavers

4+ Games — Downloads and plays risky games

4+ Pirated software — Exchanges software while intentionally hiding its origins
so the receiver cannot trust the software’s pedigree

The risky games are of unknown origin and might have some of these characteristics:

4 Stresses computer resources — Some of these games recommend changing

computer chip speeds to increase performance.

4 Latest and greatest releases — Often new versions are released before being
fully tested, so the gaming community becomes the testing environment.

4+ Distributed over the Internet— While making distribution easy, it is very
hard to know the origin of the software. If control of the software is lost,
viruses and Trojan horses can be inserted.
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Physical security issues

Physical security is a company’s first line of defense against an attack. In most
cases, it is much easier, given proximity access, to pick up a file folder and walk off
with it, or copy it and put it back, than it is to penetrate a network undetected. The
most common cause of malicious information loss is physical theft. Providing lock-
able secure storage space is a vital part of ensuring physical security.

Physical protection of critical application servers is a key part of network security.
If someone can gain physical access to a machine they can do a lot of damage. In
the simplest sense, they can unplug the machine and take down the network. All
servers should be locked in racks and consistently labeled. Also, cabling to major
data closets should be clearly labeled so it is evident to an administrator if patch
cables have been moved and a workaround has been created.

Secure the workstation when not in use

Unless there is a specific need to have the Windows system up and running all the
time, it is recommended that the system be shut down when not in use. This will
reduce the exposure time of the Windows system. Because attackers are active day
and night, this can significantly reduce the risk to the workstation.

If the Windows system cannot be shut down, the next best thing is to disconnect
from the Internet. This can be done in a number of ways, including the following:

4+ Disconnect at the firewall by removing the network connection.

4 Add rules to the firewall that will not allow traffic through after normal work-
ing hours.

4 Disconnect the workstation from the LAN by unplugging the cable (or wireless
card) or by disabling the network interface card (NIC).

When possible, sensitive data and critical components should be locked up when
not in use. This is a good reason for using removable hard drives. Remember as
well to lock up media and backups. Most casual backups (such as writing critical
data to a CD-RW) are not password protected, so they should be locked up.

When users step away from their workstations, they should use a screen lock. This
can protect the users’ privacy but can also prevent the introduction of a Trojan
horse by someone walking by at the right time.

Keep strangers off your systems

A Windows workstation, particularly one that is already logged into, should be
considered very vulnerable, because given the opportunity, an attacker could sit
down with the system. In just a few seconds, a stranger could alter settings, open a
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backdoor, tunnel through the firewall, or install a Trojan horse. This would be a
sever security compromise to the system.

The Windows system should be protected against the wandering eyes of strangers.
By “over-the-shoulder surfing” an attacker may pick up password keystrokes and
private data that can be used in social engineering attacks.

Configuration issues

A number of configuration issues should be considered when securing a Windows
workstation. These range from properly using antivirus protection to limiting and
managing users.

Use antivirus protection

Antivirus software has been engineered to provide rapid protection against the
latest virus or worm threats. However, in addition to having antivirus software
installed, it must be configured and maintained properly, as follows:

4 Manually run full scans periodically
4+ Configure antivirus software to check all new files

4+ Configure antivirus software to check all executables that are run

4+ Regularly obtain antivirus signatures and updates

Limit user rights

It is recommended that administrators limit user permissions to the minimum
needed to perform their functions. Recall that a Windows workstation is a general-
purpose computer. The more that it can be made a specific-purpose computer, the
more secure it will be. Limiting the scope of the user’s capability will make the
workstation more specific and, therefore, more secure.

If possible, the ideal situation would be to create specific user groups that have simi-
lar needs and, therefore, should have similar rights. Users can then be put into the
group that best applies to them. For example, the following groups could be made:

4+ Word processing — Applications such as Microsoft Word, Excel, and
PowerPoint
4 Internet —E-mail clients, Web browsers
4+ Gamers — Various game-playing applications
A user can then be assigned to the word processing group but not the Internet

group. In this way, the security risk to the Windows workstation is reduced due to
less exposure to e-mail and browser-transmitted viruses and worms.
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Some other restrictions that could be placed on a user are as follows:

4 Access to ports
4+ Access to media

4 Permission to shut down the Windows workstation

When considering the rights and permissions of users, it is important not to allow
users to alter their own rights and permissions. This would defeat the purpose of
limiting user access.

Manage user accounts

The most secure Windows workstation is still very vulnerable to abuse or misuse by
a user. The overall security of the workstation depends on the user being responsi-
ble. Normally users are conscientious and responsible and trusted enough to have
access to critical applications and data. This trust is granted because a user is work-
ing with the data on a particular project and there is an expectation that, while on
that project, the user will be a good steward of the data. When the user changes
roles and responsibilities, his or her integrity does not change, but the trust relation-
ship does. It is appropriate to review the user’s permissions and access when the
user has a change in status. The following are some circumstances under which user
accounts need to be managed:

4+ A user’s role and responsibility changes
4+ User moves from one project to another
4+ User permanently changes worksites

4 User leaves or is terminated from the organization

If users change their roles and responsibilities, their permissions and access should
be reviewed and adjusted accordingly. If users were promoted, they will probably
need more privileges on the system. They may require access to directories and
applications that they previously did not need and therefore were restricted from
accessing or using.

If a user migrates from one project to another, he or she will probably use the same
application. However, the administrator should limit the user’s access to the old
projects data while opening up access to the new project.

If the user is permanently changing work locations, he or she may have to access
different data and servers. Because the user will probably have a new administrator
handling their account, this would be a good time to review all of the user’s permis-
sions and accesses.
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It is very important to deal with a user’s account when the person is terminated
from or leaves an organization. The optimal procedure would be as follows:

1. Identify all data owned by the user.

2. Back up the data in case an issue regarding the user comes up in the future. If
possible, make a ghost image of the user’s hard drive. The length of time
needed to retain this backup will vary with the user’s responsibilities and the
organization’s policy, but a six-month time period is reasonable.

3. Transfer ownership of the data to the user’s replacement or supervisor.

4. Remove the user from any groups. The user can be placed in a terminated
group or a permit_no_access group.

5. Logs and other monitoring that user account names should be reviewed and
archived if they contain activity about the user that may be needed at a later
date. The length of time these logs are retained depends on the organization,
but six months seems to be a reasonable length of time.

The administrator can now delete the user account if the circumstances permit.
There may be reasons why an account (user name) might not be completely purged
from a Windows system. For example, some timesheet and accounting packages use
the userid as a key into their database. In situations such as this, the user account
cannot be completely purged from the system. Because the account cannot be
deleted, the administrator needs to ensure that the account will not be used or
abused in the future by an attacker. Following the preceding steps should ensure this.

All of this management of the user’s account is predicated on the appropriate
administrators knowing when the status of a user has changed, such as a user
being terminated, being added or removed from a project, and so on. All of these
activities are enacted by someone other than the administrator. Normally, HR or a
project manager determines a user’s change of status. However, in many organiza-
tions, there is no formal process established for the system administrators to be
informed about such a change of status. A formal system, which ensures that
administrators are informed of the change in status of users, is important for the
overall security of the Windows system.

Configuration control

Configuration control is very much a security issue. Attackers can be expected to
take the path of least resistance. They will scan thousands of machines to find the
one that most suits their purpose. System administrators must not only have
secure configurations, but they must also have good configuration control. No sys-
tem can be allowed to slip through the cracks. Configuration control should be
used in concert with a test LAN, recommended later in this chapter. New systems
should be configured and hardened prior to being put on the Internet or intranet.
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Very subtle changes in a system and the infrastructure can severely impact secu-
rity. The process of maintaining and administering systems should be formal and
well documented. Procedures and hardening guides should be developed and used
religiously.

Control users on the system

Control of user accounts is a key component for the overall security of the Windows
workstation. A number of problems can arise when personnel leave an organization
or change positions and their accounts are not terminated. The account holder is no
longer bound by any rules or policies of the organization and they may no longer
have any loyalty to the organization to safeguard and protect what was once trusted.
Old accounts are often the targets of attackers. They have the advantage of being
alterable without anyone raising concern.

A system for reporting the status change of an account is important so that the
Windows workstations can be kept current. Whenever a person changes positions,
responsibilities, or leaves the organization, all affected Windows systems should be
updated to reflect the change in personnel.

The following are additional steps that can be taken to control users on a Windows
system:

4 Limit creation of accounts.

4 Delete accounts no longer needed.

4+ Monitor for accounts that are no longer used.

4 Periodically review a person’s account and access as they change job respon-

sibilities.
4 Limit account (user) rights to the minimum needed for the user.

4 Limit the use of Administrator privileges.

Use digital certificate technology

Using encryption and digital technology on a Windows workstation can provide a
significant improvement in security. Encryption can improve security in two
general ways:

4+ If a protocol that transmits data in the clear is used

4+ As an added defense if a security control fails or is compromised
A number of protocols commonly in use today do not provide for data encryption.
Some examples are FTP for file transfer, SMTP for sending e-mail, and POP for

receiving e-mail. These protocols all authenticate and transfer data in the clear
(unencrypted ASCII text). Encryption can be added to the use of these protocols to
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make the entire transaction unexploitable if someone is sniffing the line. For exam-
ple, FTP, SMTP, and POP can all be done over an SSH session. In the case of FTP, a
secure FTP client is used. In the case of STMP and POP, the SSH session is estab-
lished and the two needed ports are forwarded over the SSH connection.

~Cross- '\ This method of securing e-mail is discussed in detail in Chapter 8.
| Reference\i
e
A defense-in-depth strategy calls for backup protection if the security on a Windows
workstation breaks down. If the workstation were compromised and taken over by

an attacker, the data on the workstation could still be protected if it were encrypted.

Know the software running on the workstation

The Windows workstation is likely to be its most secure just after installation and
hardening. As time goes by, most activity on the workstation will threaten the secu-
rity, however slightly. One aspect of the security of the workstation deals with the
software that is running. There are several reasons that the applications running on
the Windows workstation might need to be reviewed. Some examples are as follows:

4+ The user roles and responsibilities will change over time. In this case, the user
may no longer need one or more of the applications originally installed on the
Windows workstation.

4+ New responsibilities may have lead to the user loading additional applications
onto the workstation.

4+ An application may no longer be needed because the project requiring it has
ended.

4+ Users may have installed applications and games from the Internet.

There are likely to be many changes to the software running on a Windows worksta-
tion over time. To maintain the highest level of security, an administrator, should be
aware of the software running on the Windows workstation. Particular attention
should be paid to software that interacts with the network. This software can be
detected when the network administrator does a scan of open ports on the
Windows workstation. (This is further discussed in Chapter 18.)

If the user has loaded software on to the Windows workstation, the administrator
should consider taking the following actions:

4+ Remove the software —If the application the user has installed is too risky to
the security of the Windows system, the administrator may have to remove
the software.

4+ Apply patches —If the application is needed, it will have to be maintained and
kept up-to-date with patches and upgrades.
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4 Use less vulnerable versions of the software —In some cases, the user will
have a legitimate need for the software but may not have chosen the most
secure application. If a more secure version is available, the Windows admin-
istrator should remove the old application and install a more secure version.
An example of this would be when the user has installed an FTP client for file
transfer when a secure file transfer application, such as sFTP, would work
just as well.

Operating issues

Users and system administrators should adhere to a number of good operating
techniques. These techniques or procedures reinforce the security configuration
and hardening that has already been put into the Windows workstation.

Adhere to policies

It is important that users adhere to security policies within an organization. Often
these policies will be established to coordinate the various security measures
across an organization. A risk in one area may be mitigated by establishing a secu-
rity control on the Windows workstation. For example, there may be a subnet on
the corporate LAN that routinely has untrusted users on it (perhaps for training
non-employees). The company security policy may require an added rule in the
personal firewalls on all Windows workstations to block access from that subnet. If
the Windows workstation administrator were to remove this rule, the workstation
would be at greater risk.

Minimize use of administrator account

It is often the case that normal users on a Windows workstation will also have access
to the administrator account. The user will occasionally have to log in as administra-
tor to install software or to do a number of other administrative-level tasks. If possi-
ble, the user should resist the temptation to stay in the administrator account. Best
security practices would dictate that the user use the administrator account only
when absolutely necessary. Any protection afforded the Windows workstation due to
the limitation of privileges or the protection of files will be bypassed if the user
always uses the administrator account out of convenience.

Enforce good data handling

The Windows security risk can be significantly reduced by practicing good data
handling. The proper handling required for the data depends on the environment in
which the Windows workstation is placed. If the workstation is on the Internet or

in a DMZ, it should have no critical or sensitive data. If the workstation is on an
intranet, it can have company-sensitive data, but should not have personal data. If
the workstation is on a personal or private network, it can have any level of sensi-
tive and private data.
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As a general rule, for the best security, the user should minimize the storage of pri-
vate or sensitive data. Special care must be taken to remove information that is
stored but not obvious to the user. Data can be stored by the Web browser, in
Microsoft Word documents, or in deleted files.

Web browsers store information about the sites visited. In addition to the URLs
visited, data about Web transactions can be stored in cookies. Some cookie data is
persistent, meaning that it will be stored on the hard drive.

~Cross- |\ More information about cookies and Web browsers is provided in Chapter 7.
| Reference\&
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Microsoft Word documents also contain hidden metadata, such as who has created
the document, when it has been created, what has been changed, and by whom.
Information that was thought to have been deleted from a Word document might
still reside in the metadata of the document. Any of the following techniques should
clear the metadata out of the Word documents:

4 Save the document to a format that does not hold metadata, such as Rich Text
Format (RTF). The RTF file can then be immediately opened as a Word docu-
ment and will not contain the metadata. Unfortunately, some information may
be lost, such as styles unique to the original document.

4+ Select and copy the entire document, open a new document, and paste. Only
the selected text will be in the new document without any of the metadata.

4 Save the document using Save As. The new document will not contain any
clipboard data or metadata.

Users should be aware that deleting a file doesn’t erase the file’s content. When a
file is deleted, the first character in the name is lost and the file system loses its
pointer to the storage location of the file on the hard drive. A number of tools are
available to recover deleted files.

Best security practices require that data and files should be properly marked. The
classification is used to determine the distribution of the data, how it should be
stored, and when it should be deleted. The following provides some common
examples of data classification:

4+ Company Sensitive — This information should not be divulged to the public
without a nondisclosure agreement (NDA). The NDA prevents someone out-
side the company from disclosing the information further. Normally, this is
information that would be damaging for business if the company’s competi-
tors acquired it.

4+ Departmental Restricted — This information should stay within the depart-
ment that has generated the data. For example, Payroll Restricted information
should not be disseminated outside of the payroll department.
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4+ Personal or Private — This information should not be available to anyone
beyond the individual and the few people who need to process the data, such
as a payroll or human resources person.

4+ Eyes Only — This information is to be seen and used by only one individual.

Care must be taken to ensure that files are stored properly on the Windows work-
station. The data should be stored in an easy-to-understand hierarchy. It is not a
good security practice to try and hide the data on the Windows workstation. It is
more likely that the user will lose track of the data and not delete it when the time
comes.

If possible, sensitive data should be encrypted or put under password protection.
PGP allows for the encryption of files. If the data is zipped, a password can be
applied, but this should be considered a weak security control.

Files should be stored and handled properly when removed from the workstation.
Media should be properly locked up and handled commensurate with the classifica-
tion of the data. The same persons or department authorized to read the data should
be responsible for the off-line media. Checks should be made daily that media is prop-
erly stored and secure. In most cases, this means that storage cabinets are checked
to make sure they are locked before closing down the department for the day.

Obsolete data or information should be destroyed immediately or stored in a long-
term manner that allows for tight controls of its access. Long-term stored data
should undergo regular destruction after a prescribed period of time. Depending on
the particular business, destruction after 3 months, 6 months, or 18 months may be
appropriate. When determining how long to retain media, consider the need to put
out monthly reports, quarterly reports, and annual reports, such as taxes.

Avoid viruses, worms, and Trojan horses

Windows users can take steps to minimize the spread of viruses, worms, and Trojan
horses on their system. The following steps require a judgment call by the user, but
can provide significant protection against the spread of malcode:

4 Turn off any Preview feature that the mail client may have. When an e-mail is
previewed, it must be opened by the mail client, first. With some e-mail
clients, this will cause scripts imbedded in the message to execute.

4+ Don’t open any e-mail from strangers that contain attachments.

4+ Only accept or open expected attachments. The user should have prior
knowledge that the attachment was going to be sent. Many viruses today will,
at first, appear to be legitimate messages. However, upon scrutiny, a user
will be able to catch unexpected messages.

4+ Do not open attachments on e-mail that seems vague or out of character.
Watch out for nondescript messages such as “Check this out.” The sender
should include information in the message that helps the recipient trust the
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attachment. For example, instead of “Check this out,” the message should be
“Bobby’s graduation pictures,” where the sender, Bobby, and a graduation are
familiar or expected.

4+ If questionable e-mail must be received and read, use a separate e-mail client
that is less susceptible to viruses. There are circumstances when a user is
part of a public mailing list in which the members routinely share files. If
attachments from this mailing list are routinely opened, an e-mail client that
does not run Visual Basic scripts should be used.

4+ Turn off the use macros features in spreadsheet applications and word pro-
cessors. Macros in word processing files are rare. Macros are more common
in spreadsheets, but still infrequent enough that they can be enabled on a
case-by-case basis.

In many cases, the preceding procedures require a judgment call on the part of the
user. This judgment must be sharpened over time as the user becomes more aware
of the risk of viruses.

Use good passwords

It is important to remember that the length of the password determines how long it
will take someone to crack it. For example, a six-character alphanumeric password
(a-z, 0-9) can be cracked in a mean time of about 10 hours. If these passwords were
used on a Windows workstation, the user would be required to change the pass-
word every day.

However, a password containing 10 alphanumeric characters and symbols (such as
@#$%"&*+<>?1{}) has a mean time to crack of over 60 days. Therefore, the pass-
word policy can allow these passwords for 30 to 60 days.

As a general rule, passwords should be changed on a regular basis for Windows
workstations.

Each system should have an identification mechanism built into the access path.
Each user, or the user’s supervisor, should respond to system administrators or
the security organization as part of a periodic re-identification of system users.
Access to a system should be disabled or suspended if the user has not used the
system’s capability within a 60-day period or the user does not respond to a peri-
odic re-identification request.

The following password requirements are recommended:

4+ A password should be known only to the owner of an account.

4+ When a password is assigned to initiate or reset access to an account, the
Windows system should require the password to be changed upon initial use.

4 Default passwords should be changed or removed prior to the system being
placed on a network.
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4+ Default passwords should not be allowed on a system except during the
installation process, initial setup of a user, or re-initialization of a user.

4+ The system should not allow the password to be null or bypassed at any time.

4+ Passwords should not be displayed on an entry screen or any attached or
associated device such as a printer.

4+ The Windows system should provide a mechanism to allow passwords to be
changed by the user. The mechanism should require re-authentication of the
user’s identity prior to allowing a password change.

4+ Passwords should remain confidential.
4+ Users are not to write down their passwords.
4 Users are not to save passwords electronically in unencrypted form.

4+ Users are not to reveal their passwords to anyone else under any circum-
stances, except in a temporary emergency situation.

4 If a situation requires a password to be revealed to a second person, the
owner of the password should change the password as soon as possible after
the emergency situation has passed. During the time in which the password is
shared, everyone with knowledge of the password is accountable for its use.

Systems should require the construction of access passwords, as follows:

4 Passwords should be a minimum of eight characters in length.

4+ Passwords should contain at least one alphabetic character and at least one
numeric character.

4+ Passwords should contain at least one special or punctuation character.
4+ Passwords are not to be constructed using all or any part of the following:

e Userid

* Proper name

¢ Telephone number

¢ Social security number

e Street address

e Date of birth

e Common company acronym or work group name.

4+ Passwords are not to be constructed using common or proper names or
words from the English language or other locally prevalent languages.

4+ Passwords are not to contain four or more characters of the same type (for
example, four letters or four numbers) in succession.

4 Passwords are not to contain three or more of the same character (for exam-
ple, AAA or 777) in succession.
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4+ Passwords should not be used for longer than 60 days.

4+ Passwords should be changed at least every 30 days on a system with critical
functions or data.

4+ Passwords should be changed at least every 30 days, if they belong to admin-
istrative or other special privileged accounts.

4 Passwords should not be reused.

Limit the use of NetBIOS

NetBIOS is used for the convenient sharing of files in an interoffice or home setting.
NetBIOS also supports print sharing. NetBIOS session vulnerabilities make Windows
an easy target.

If possible, remove NetBIOS from the Windows system. For Windows 95/98/ME. pre-
vent Windows from loading the NetBIOS. For a WindowsME system, run Msconfig
and choose Static VxDs while unchecking NetBIOS. For Windows 95/98, rename the
file VNBT.386. For Windows2000/XP, disable NetBIOS in the network preferences.

If the use of NetBIOS cannot be avoided, strong passwords should be used to pro-
tect the Windows workstation. Limit the shared folders to the minimum needed to
accomplish the task and avoid one huge share. A group of smaller shares with
fewer files in each and different access lists will reduce the risk by limiting the
damage should any one share be compromised.

The existence of available shares can be determined using the net command. The
following information is available by opening a command prompt and running net
share:

Share name Resource Remark

C$ C:\ Default share
ADMIN$ C:\WINNT Remote Admin
IPC$ Remote IPC
tmp C:\tmp

The command completed successfully.

Current connections to any shares can be detected using the net command. The fol-
lowing information is available by opening a command prompt and running net use:

New connections will be remembered.

Status Local Remote Network
Unavailable Z: \\.host\Shared Folders VMware Shared
Folders

\\.host VMware Shared
Folders

The command completed successfully.
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Avoid NULL sessions

A null session is a session established with a server in which no user authentication
is performed. A null session does not require a user name and password. Because
there is no authentication, the access can be done anonymously.

To establish a null session, a user simply issues the following command:
net use <mount point> \\<host>\<path> /user:" "

The net command is a powerful command line application that configures and
reports on most aspects of Windows. Here is the help menu provided by the net
command; the many uses of net can clearly be seen:

NET command /HELP
Commands available are:

NET ACCOUNTS NET HELP NET SHARE
NET COMPUTER NET HELPMSG NET START
NET CONFIG NET LOCALGROUP NET
STATISTICS

NET CONFIG SERVER NET NAME NET STOP
NET CONFIG WORKSTATION NET PAUSE NET TIME
NET CONTINUE NET PRINT NET USE
NET FILE NET SEND NET USER
NET GROUP NET SESSION NET VIEW

NET HELP SERVICES Tists the network services you can start.
NET HELP SYNTAX explains how to read NET HELP syntax lines.
NET HELP command | MORE displays Help one screen at a

time.

In the net use command, the <mount point> is the drive letter that will be used to
access the null share. The <host> value is the system name. The <path> value is
the directory or folder to be accessed. The /user:" " is a keyword. Notice that the
double quoted user name is left blank. If a user name were supplied, the user would
be prompted for a password.

Null sessions allow easy inter-host communications, usually at the service level.
The use of null sessions can expose information to an attacker that could compro-
mise security on a system. For example, null sessions can list the user names that
allow an attacker to greatly reduce the amount of time it would take to carry out a
brute force attack on a user’s account.

The null session can also provide an attacker with the enumeration of machines
and resources in a domain. This can make it easier for someone to break in. If an
attacker can anonymously obtain the names of all of the machines in a domain and
then list the resource shares on those machines, it becomes a simple matter to try
all of them until one is found that is open to everyone. Now the attacker has a
foothold from which to launch an attack. One possibility is that a Trojan horse is
put on the hard drive for an unsuspecting user to launch.
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Null sessions can provide a convenient entry point into the Windows workstation
and lead to a security compromise.

Null sessions should be eliminated entirely on the Windows workstation. If business
practices make the elimination of null sessions impossible, take precautions to
ensure that the only information exposed is the information you want exposed.

Null sessions can also be used to establish connections to shares, including such
system shares as \\servername\IPC$. IPC stands for inter-process communication.
The IPC$ is a special hidden share that allows communication between two pro-
cesses on the same system. The IPC$ share is an interface to the server process on
the machine. It is also associated with a pipe so it can be accessed remotely.

Null sessions were originally created to facilitate the communications between
hosts and servers and between domains. All of these arcane reasons have modern
workarounds that do not require a Windows workstation to leave open access via a
null session.

Conduct frequent backups

One of the security tasks that every user can practice is to conduct frequent back-
ups of critical data. Of the security triad (confidentiality, integrity, availability),
availability is often underrated as an important security tenet. A hardware failure
can occur at any moment causing the loss of data back to the last good backup. If
you can'’t afford to lose the last hour’s work, back it up.

Backups need to occur a number of times to ensure the security (availability) of a
Windows workstation. Consider backing up at the following times:

4+ Immediately after installation and hardening, burn a ghost image.

4+ Prior to applying patches and upgrades, back up all data.

4 Prior to transporting the workstation, back up all data. In the case of a laptop,
this could be very frequently.

4 Periodically, back up all data. The time period depends on the business
impact for losing the data. In most cases, this should be weekly or sooner.

4 More frequently than periodically, back up critical data. In most cases, this
should be no less frequently than daily.

4+ When making frequent changes to critical data, back up the data.

A good backup application will archive the operating system changes, changed data
files, the Security Accounts Manager (SAM), and the Registry.

No backup should be considered complete until the backup has been verified.
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Upgrades and Patches

Security is an ever-changing arena. Hackers are constantly adapting and exploring
new avenues of attack. The technology is constantly changing with new versions of
operating systems and applications coming out ever year. The result of all this
change is an increased risk to the typical Windows workstation.

One favorable trend in the security community is that vendors are starting to become
more security aware. Increased upgrades and patches are a result of the need to
propagate fixes to security vulnerabilities. Therefore, it is important that users and
system administrators keep current with the various upgrades and patches.

Keep current with Microsoft upgrades and patches

Windows security is absolutely dependent on users and administrators keeping
current with Microsoft patches and upgrades. Ironically, this method of protecting
applications may make systems more vulnerable to attack. Consider the problem
from the attacker’s perspective. Many attackers go after targets of opportunity. This
means that if a vulnerable system is found, the attacker will apply the scripts to
exploit the system. With the advent of patches and upgrades for a particular appli-
cation, the attacker’s mode of operation changes somewhat. The attacker can now
search for systems that have not been patched or upgraded. Determining if a sys-
tem has been patched or upgraded is generally simpler than attempting a full-blown
exploit. So the ready availability of patches and upgrades for applications in your
organization may in the end make you more vulnerable if you do not apply the
patches and upgrades.

The market forces in today’s fast-paced economy tend to lead to the development
of software that is more risky from a security perspective. Software is rushed to
meet deadlines without adequate and rigorous security testing. It is often left up to
users to find problems and report them. This leads to an environment in which
patches and upgrades are more frequent and more important to the network
administrator.

Microsoft security bulletins include a rating system to indicate the severity of the
problem addressed by the security updates. The Microsoft ratings are as follows:

4 Critical — A vulnerability whose exploitation can allow the propagation of an
Internet worm without user action

4+ Important — A vulnerability whose exploitation can result in compromise of
the confidentiality, integrity, or availability of users’ data or of the integrity or
availability of processing resources

4+ Moderate — A vulnerability whose exploitation is mitigated to a significant
degree by factors such as default configuration, auditing, or difficulty of
exploitation
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4+ Low— A vulnerability whose exploitation is extremely difficult or whose
impact is minimal

It is recommended that all Windows patches, no matter their rating, be applied.

~Cross- '\ Some methods and applications that will assist in patching and upgrading the

| Reference’\ yyindows workstation remotely (over the network) are discussed in Chapter 10.

=

Keep current with application upgrades and patches

High-visibility applications are well-known targets of hackers in search of vulnera-
bilities. An application should be considered high visibility if it has a large market
share or large user base. There is a constant back and forth battle to keep these
high-visibility applications protected against attack. As hackers discover vulnerabil-
ities, developers quickly make patches to secure the application. This leads to a
series of patches and upgrades for most high-visibility software.

It is easy to make a policy that states, “All applications will be kept current with
patches and upgrades.” In practice, however, this is very resource-intensive.
Accurate inventories need to be maintained. Application and system baselines also
need to be known and verified. Backups should be done before every patch and
upgrade. Patches and upgrades should be loaded on a test platform to verify the
stability of the resulting application and system. If unanticipated, these testing and
backup requirements can tax an already overworked IT department.

Patches and upgrades should be tested prior to installing them. The testing should
be done by someone in the organization who has a vested interest in the work or
business that will be performed on the workstation. The software vendor does not
have the concern and appreciation for your organization’s business needs. There is
always a possibility that a patch or upgrade will cause your business to lose time,
efficiency, or data. Backups should be done prior to patching and upgrading.
Whenever possible, patches and upgrades should be put onto mirror systems to
assess their impact on the business operations.

Keep current with antivirus signatures

It is not enough that an antivirus application is installed on a Windows workstation.
For more protection against new and emerging viruses and worms, the administra-
tor or user must ensure that the Windows workstation is kept current with antivirus
signatures. There are four key steps to getting updated signatures:

1. Download new signatures.

2. Test new antivirus downloads.

3. Deploy new signatures.

4. Continue to monitor.
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Most signature updates are obtained by accessing the antivirus vendor’s site and
pulling down the latest update. Most antivirus packages will allow the administrator
to choose to have the new signatures downloaded automatically on a regular
schedule. Automating the process may insure that critical updates are not missed.

If the new antivirus signature is downloaded to be redistributed throughout a large
organization, it should be tested first. In certain circumstances, it is advisable to
eliminate the testing in favor of a more rapid deployment of the signature files.

In large organizations, it is prudent to have an internal deployment of the tested
antivirus signatures. In such a case, it is expected that the clients will get their
updates from a server that is local to them. The local server, in turn, gets its files
from a master server that distributes the tested update.

Finally, it is important that the Windows systems be monitored periodically to
ensure that the new antivirus signatures are being automatically downloaded and
(if applicable) distributed properly. When the next big virus or worm hits is not the
time to find a flaw in the system.

Use the most modern Windows version

Older Windows systems have security issues that are not easily corrected or pro-
tected against. The typical example is the poor security built into LANMAN pass-
words. If a user’s password is captured on an older version of Windows, it will be
easy for a hacker to crack the password. LANMAN shortcomings can be mitigated
to some degree by using longer passwords. Also, try using Unicode in the password
by holding down the Alt key while entering a four-digit number on the keypad.
There is a chance that the brute force password cracker may not try Unicode
examples.

The newer the Windows system, the more security that is built into the operating
system. Windows 2000 and greater does not have the LANMAN vulnerability.

Certain applications may require older versions of Windows operating systems.
Consider running these applications in a virtual session, such as provided by
VMWARE. In this way, the newest operating system can be used as the base system
on the workstation, while still allowing the ability to run the legacy applications.

Maintain and Test the Security

The threat against a Windows workstation is constantly changing and improving.
More and more hackers are experimenting with attack tools. The propagation of
tools for hacking is greater now than it has ever been. This means that the adminis-
trator of a Windows system must be diligent in maintaining and testing the security
of the workstation.
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Scan for vulnerabilities

A Windows system should be periodically checked for vulnerabilities and open
ports. A number of good scanners can do this, such as nmap, nessus, and several
commercial versions. Each vulnerability and open port should be justified for its
business requirement.

~Cross- '\ Scanning is discussed in detail in Chapter 18.
| Reference |
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Test questionable applications

Whenever there is a need to put a new but questionable application on a Windows
workstation, it should be tested first. If the application is of unknown origin or pedi-
gree, it should be considered questionable. Shrink-wrapped products purchased in
retail stores are generally safe. However, Internet downloads or free software
should be considered risky or questionable.

A Windows administrator should have access to a second computer that is consid-
ered risky from a security perspective. Any new or questionable applications can
be loaded on the risky system to test the application and system for viruses and
other problems.

One way for home users to test questionable applications is to take a ghost image
of their Windows system before uploading the questionable software. If the soft-
ware turns out to be unsafe, the Windows system can be reloaded from the ghost
image.

Be sensitive to the performance of the system

By far, most security issues with a Windows system are found while investigating
performance issues. Attacks and exploits often work outside of the bounds of what
is normal for a protocol or procedure. In many cases, side effects of exploits can be
detected in system performance. Some typical performance issues that can alert a
system administrator to a problem are as follows:

4+ Excessive hard disk activity

4+ Excessive or unexplained network activity

4+ Frequent system crashes

4 Unusual application behavior
Attackers are aware that any change in the performance of the Windows system can
attract a system administrator’s attention. Therefore, attackers take steps to keep

their activities and attacks below an administrator’s radar. This means that admin-
istrators need to be even more sensitive to changes in a system’s performance.
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Because most Windows administrators and users do not spend a lot of time review-
ing system, security, and application logs, most attacks on a system are not
detected until there is a performance impact.

Replace old Windows systems

As expected, Windows is constantly improving its security. Each new Windows
version has improved security features. The single biggest security problem to be
corrected is the weak password protection provided by the LANMAN technology.

The threat environment today is much more severe than when Windows 95 and
Windows 98 first came out. Out-of-the-box installations of these systems can be
completely taken over in seconds by readily available attacker scripts. Some of the
security problems with these systems cannot be corrected, including their weak
password protection.

Windows NT is a much improved system from a security perspective. A lot of infor-
mation is available on how to secure Windows NT. While Windows NT can be made
secure, it is a long and tedious process. Additionally, the system will require a sig-
nificant amount of monitoring and maintenance to keep the security posture strong.

It is recommended that you replace old Windows systems with newer, more secure
systems. Note that a new Windows version should be out for 6 months to a year
before it can be considered vetted. After that time, the new Windows version
should have its security concerns identified.

Periodically re-evaluate and rebuild

A Windows workstation will be at its peak performance and highest security level
just after being built and hardened. The security of the system will degrade over
time. The system will undergo many changes over time; some will be obvious, such
as adding applications, and others will be subtle and hidden in the Registry.

It is reccommended that a user or administrator re-evaluate the security posture of
the Windows system periodically. If done religiously at specific times, it can become
part of the information technology (IT) culture. Some good times to re-evaluate the
security of a Windows system are as follows:

4+ When a user is added or deleted from a system

4+ When major updates or patches are added

4+ When the clocks are changed for Daylight Savings Time and smoke detector
batteries are replaced

4 During the usually quiet weeks over the 4th of July and the last week of
December
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It is also recommended that you back up and rebuild your operating system period-
ically. The frequency depends on a number of factors, including the following:

4 The amount of experimenting that you do on a system

4 The amount of different game playing done

4+ Whether the system is used for software development

4 If the system is operating strangely or crashing more frequently
With low or moderate use, such as a home system, Windows should probably be
rebuilt once a year. With a system that experiences heavy use, such as software

development and experimentation, the system should be rebuilt as frequently as
every three months.

Monitoring

Hardening Windows and protecting the network tend to address known security
issues. However, a Windows system administrator needs to have a constant vigi-
lance to be able to catch emerging security threats. Monitoring can detect attacks
on the system as well as poor operations by the users.

Systems should be checked commensurate with the risk of lost data and lost pro-
ductivity. If any loss of data or productivity cannot be tolerated, monitoring must
be continuously done. If good backup and recovery mechanisms are in place, moni-
toring can be done less frequently, such as on a weekly basis.

The administrator can monitor for risky behavior. The following should be monitored:

4+ System logs

4+ Mail logs

4+ Failed access attempts

4+ Application errors

4+ Changing of critical files

4+ Permissions on critical files
4+ Performance tests

4+ Disk usage

The Windows system should also be checked for the installation of questionable
applications and the careless use of data management.
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Logging and auditing

The Windows administrator should turn on as much logging as can be supported
without adversely affecting the system performance and logging resources. Be
mindful that too much logging may reduce the effectiveness of monitoring the
system.

Be sure to log system restarts. Being able to match up the start of a system with
other observed problems is very useful when tracking down security problems.

The logs should be reviewed and audited periodically. The frequency depends on
the environment in which the workstation is located. If the workstation is directly
connected to the Internet, such as in a DMZ, the system, security, and application
logs and events should be audited daily or more frequently. If the workstation is
behind a firewall and on a company LAN, the auditing should be done weekly. If the
workstation is well protected with firewalls and is on a private and very secure net-
work, the auditing can be done monthly.

Clean up the system

It is a good practice to periodically clean up the Windows system. The workstation
can collect various items that are best purged. The following is a sample of items that,
if removed, could lower the risk of a security problem on a Windows workstation:

4 Go through Add/Remove Programs and remove any programs that were
installed but are no longer used.

4 Archive and remove old work projects that are no longer active. In the event
that the workstation is compromised or lost (due to some physical disaster),
the risk of losing this data will be minimized.

4+ Check to make sure that any company-sensitive data that was not removed in
the previous step is properly marked. The organization needs to set policies
regarding marking data, but in essence, the data should not be viewable with-
out the person clearly knowing the sensitivity level of the data. For printouts,
this means labels on the top, bottom, front, and back. In the case of e-mail, it
is usually a statement at the bottom of the e-mail. And in the case of data on a
screen, the sensitivity must also be viewable on the screen.

4 Run built-in Windows tools for cleaning up a disk drive. This will delete tempo-
rary files that are no longer needed. This will also delete cached Internet infor-
mation. It is important to remove cached Internet information because an
attacker may use it to conduct social engineering against the workstation’s user.

4+ Review and remove any private data that has been put on the workstation
inadvertently.
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Prepare for the eventual attack

Despite your best efforts to harden your Windows system and protect the network,
security incidents will happen. There are some things that the Windows system
administrator can do to prepare for the eventual attack.

~Cross- '\ Chapter 17 covers security incident response in depth.
| Reference ‘\
e
Preparation for an attack starts with the knowledge of what to do. Chapter 17 is an
excellent place to start. Administrators of large networks may need more formal

training such as that available with SANS (www.sans.org).

Learning what to do in the event of an attack will lead to the development of a plan.
This plan may be formal and written or just in the administrator’s head. Items in the
plan should have a lead-time, such as the following:

4+ Buy that inexpensive backup system now, when you can shop for the bar-
gains. After the attack occurs, there will be a rush to get a backup system and
it is likely to be more expensive.

4 Install backup hard drives into existing systems.
4+ Have a backup Internet service provider (ISP); a phone connection will work
nicely.

4 Test your backup ISP connection monthly.

As long as Windows remains a popular operating system, it will be a major target
for attack. The best that a system administrator can do is prepare the Windows
workstation, place it on a safe network, operate safely, keep current with patches
and upgrades, and be diligent in monitoring and testing.

Attacks Against the Windows Workstation

There are many vulnerabilities for the Windows operating system. A visit to Web
sites such as NTBugTraq and SecurityFocus will show that the list of vulnerabilities
is growing every day.

Viruses

A virus is a piece of code that inserts itself into other legitimate software. As with a
biological virus, the computer virus is not viable if found on its own. The virus
needs the host software or file to propagate and carry out its mission. A virus is
able to replicate itself and propagate with the host software or file.
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Early viruses infected boot sectors of floppies and were spread by the sharing of
applications on floppies. Today, floppies are too small to be practical for the shar-
ing of applications, so boot sector viruses are not common anymore.

Certain viruses are able to attach to data files such as spreadsheets and word pro-

cessor files. These viruses are able to take advantage of the scripts that can be put
into such files. These scripts are Visual Basic code that can execute when the file is
loaded.

One of the first widespread viruses was Melissa, which spread by infecting
Microsoft Word files. When the Word files were opened, the virus code would run
and infect the Normal DOT template file used by the word processor. Now any Word
document saved would have the Melissa virus. Melissa used the autorun macros in
a Word document to run a Visual Basic script when an infected Word document was
first opened. Microsoft now has a feature called Macro Virus Protection that can
stop macros from running. This protection should not be disabled.

If the virus has attached itself to an application, the code in the virus is run every
time the application runs. The virus code will have the same privileges as the host
application. A typical example of a host for this kind of virus is a self-extracting
video clip. When the unsuspecting user launches the file to extract the video, the
virus code runs. This virus spreads by persons sending the self-extracting video
clip to their friends.

E-mail viruses move from PC to PC as part of the body of a message. When the virus
code is executed, a message with the virus embedded is sent to other mail clients.
The virus can either be an attachment that must be opened or an embedded script.
Scripts can have access to the user’s address book, and can use those addresses to
propagate the virus-infected message.

The ILOVEYOU virus in the spring of 2000 was simply an attachment that users
launched. Once launched, the virus’s Visual Basic script sent out an infected mes-
sage to everyone in the user’s address book.

Disabling the Windows ability to run Visual Basic will stop the scripting attacks
such as the ILOVEYOU virus. It is rare that a user needs to run a Visual Basic script-
ing program. The running of Visual Basic scripts can be disabled by deleting the
association of VBS and VBE files with the Windows Scripting Host. The association
is changed in the Windows Explorer tools options. In Windows 98, the Windows
Scripting Host can be removed with the Add/Remove Programs feature.

Worms

A worm is code able to replicate itself while propagating to other hosts. In addition
to replicating and propagating, worms can have code that might be destructive.

The difficult task for a worm is its need to get code to run on a remote host. To do
this, the worm must exploit a vulnerability on the remote host.
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The best protection against worms is to stay current with patches and upgrades for
Windows as well as for the major applications. Most worms exploit previously iden-
tified vulnerabilities that are correctable with patches or upgrades.

The other protection against worms is to minimize the services and applications
running on the workstation. For example, worms often target common, high-visibility
applications, such as the Microsoft Web server, Internet Information Server (IIS). If a
workstation does not need to serve up Web pages, this product should be removed
from the workstation. If a worm does attack the Internet searching for IIS servers, it
will not affect those workstations from which the Web server has been removed.

Worms differ from viruses in that they are much more complex routines tailored to
the target company, designed to embed themselves in binary executable files, and
able to alter or destroy data. Lack of a version control system places a company’s
data in jeopardy. Software systems that detect these types of attacks allow a quick
response to the corruption of data. Important and critical systems files need to be
identified and strictly controlled.

Trojan horses

A Trojan horse is a program that masquerades as a legitimate application, while
also performing a covert function. The user believes they are launching a legitimate
application, such as a screen saver. When the Trojan horse runs, the user has every
indication that the expected application is running. However, the Trojan horse also
runs additional code that performs some covert activity. The possibilities for
covert activity are almost limitless.

The best way to detect a Trojan horse is to identify executable files that have been
altered. This is most easily done by baselining cyclic redundancy check (CRC) val-
ues for all executable files on a workstation. If an executable file is later altered to
include a Trojan horse, it can be detected by comparing the current CRC value with
the baselined value.

Trojan horses have a distribution problem. They do not propagate on their own.
They rely on users accepting questionable executables from untrusted sources.
This becomes much more of a social engineering problem. Like social engineering,
it is not difficult to target a particular user and to eventually get them to execute an
untested piece of code.

Trojan horses are very powerful threats to the security of a workstation, network,
and organization. They bypass most security controls put in place to stop attacks.
Trojan horses are not stopped by firewalls, intrusion detection systems (IDS), or
access control lists (ACLs).

The key feature of a Trojan horse is that it has all the capabilities and permissions
of a user —a malicious user. Most organizations put a certain amount of trust in
users to not abuse the resources they have access to. All of this trust works against
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the organization in the case of a Trojan horse. This can make them very difficult to
defend against. As more and more improvements are made to secure networks,
attackers may move to Trojan horses as a means of circumventing the security
controls.

Spyware and ad support

Spyware is a group of software applications that gathers information about the
workstation and users. This information is then sent back to the developer or dis-
tributor of the spyware to prepare ads or revise marketing campaigns.

Targeted marketing has long been a tenant of a good sales program. The classic
example is when marketers use census data to direct more effective mass-mailing
campaigns. Census data is used to find certain zip codes that have the ideal aver-
age income and number of children for the particular product being advertised.
The use of census data, provided for this purpose by the Census Bureau, is inher-
ently safe because specific names and addresses have been removed and the data
is a summary of statistics for the zip code.

Spyware software, however, poses a much greater risk, because the data has a lot of
specifics on a named individual. The information can be used in any number of
ways, unbeknownst to the user. For example, you may be a target for intense mail-
ing or phone marketing efforts. In the case of spyware, the user also does not know
who might get hold of the data. For example, certain private data can make identity
theft easier.

The Windows workstation stores personal information in a number of places accessi-
ble to applications running on the machine. The most common example is accessing
the information put into Web browsing cookies.

Cookies can potentially contain a wide range of personal and sensitive data.
Essentially, anything that you have entered in a Web page could have been stored
into a cookie by the Web server. The Web server also decides whether the cookie is
persistent or not. Consider some of the information that you may have put into a
Web page in the past:

4 Your name and address

4+ Phone numbers, e-mail addresses, instant messaging (IM) handles

4 Social security numbers, bank account numbers, banking PINs

4 Children’s names, mother’s maiden name, favorite pet name

4+ Employer and salary

4 Car tags and vehicle make and model

It is possible to disable cookies on most Web browsers. However, this turns out not
to be a practical solution in many cases. Many sites depend on cookies to implement
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legitimate stateful processes by the Web server. Many people start out by selecting
the option to “Ask Me Before Accepting Cookies.” However, the constant pop-ups
requesting permission to accept the cookies tend to be such an aggravation that
they give in and accept all cookies.

Spyware and “Big Brother”

The term spyware also refers to the set of applications that intentionally snoop and
monitor user activities in a covert manner. This is reminiscent of the Big Brother in
George Orwell’s 1984. These PC surveillance tools report detailed information back
to the person installing the spyware. Typical information that can be reported
includes the following:

4+ User keystrokes — This can be used to capture passwords and other very
sensitive data.

4+ Copies of e-mails — E-mails sent or received can be forwarded, unbeknownst
to the user, to the person wanting to monitor the user.

4+ Copies of instant messages — Essentially, any communications to and from
the PC can be copied and sent to the spyware’s owner.

4 Screen snapshots — Even encrypted communications will at some point be
displayed in the clear to the screen. At this point, the spyware can take a
screen shot and send the image to whoever has developed or distributed the

spyware.

4+ Other usage information — Login times, applications used, and Web sites vis-
ited are examples of other data that can be captured and reported back.

Spyware that reports to its owner relies on stealth to accomplish its mission. If the
user knows that the spyware is present, they will remove the spyware, change their
behavior, or otherwise avoid the use of the particular applications being monitored.

A number of commercial products claim to detect spyware. These products main-
tain a database of known spyware applications. While these products may be useful
for finding the most common and blatant examples of spyware, it should not be
assumed that they will find all spyware.

Physical attacks

There are numerous physical attacks to which Windows workstations are vulnera-
ble. Most security professionals assume that if an attacker has unlimited physical
access to a system, the system can be successfully attacked. Some examples of
physical attacks are as follows:

+ If the attacker can boot a system with a floppy disk or CD, they can get the
SAM and other key information to crack passwords, or they can just delete
the passwords and set up their own.
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4+ If the attacker can boot a system with a floppy disk or CD, they can have the
workstation boot into a Windows system that is configured to give them
access.

4+ Keystroke capture devices can be placed on the workstation to steal critical
data that is typed into the system, such as passwords and e-mails.

4+ Network traffic to and from the workstation can easily be captured or sniffed
if an attacker can insert a hub or modify a switch.

Physical security addresses the threats, vulnerabilities, and countermeasures that
can be used to physically attack a Windows workstation. Most organizations put
too little reliance on their physical security when considering the various tools to
protect a Windows system. Physical security for a Windows system should work
from the premise that any system can be compromised if the attacker gains physi-
cal access.

TEMPEST attacks

Transient electromagnetic pulse emanation standard (TEMPEST) attacks consist
of capturing the electromagnetic radiation leaking from electronic equipment.
TEMPEST attacks are usually done by analyzing the electromagnetic radiation from
the monitor. Because TEMPEST attacks can be carried out at a distance of tens of
yards, this can be a concern when dealing with very sensitive data.

The best protection against TEMPEST attacks is to do the following:

4+ Don’t operate with systems opened or in a manner inconsistent with FCC
guidelines. The FCC regulates the emissions from PCs to keep down the broad-
cast interference.

4 Limit the processing of very sensitive data to TEMPEST-certified systems.
4 Be aware of the surrounding environment.

4 If a problem is suspected, have the environment checked for TEMPEST
emissions.

Backdoors

A backdoor is a means for an attacker to easily get into Windows workstations.
Often, the initial attack on a workstation is difficult and potentially detectable by a
firewall or IDS device. So the attacker will install an application that will allow him
to get back into the workstation quickly and easily. These backdoors are often
stealthy and difficult to detect.

If a Windows workstation has been on the Internet unprotected and unhardened for
more than a day, it most likely has been “rooted” and has a backdoor installed. In
such a case, the best thing to do is wipe the system clean and re-install the Windows
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operating system. Although the backdoor might be detectable using host scanners,
the administrator can never be sure that other changes have not been made on the
workstation. Some kernel and driver modifications are difficult to detect. Some
Trojan horses would be very difficult to find without a clean identical system to
compare files against.

Denial-of-service attacks

Recall from Chapter 1 that security is concerned with confidentiality, integrity, and
availability. It is considered a security loss if you are denied access to your data or
are denied the capability to use your resources. When an attacker prevents a sys-
tem from functioning normally, this is considered a denial-of-service (DoY) attack.

DoS attacks are difficult to prevent. Every computer device will have limits to its
capabilities. Many DoS attacks push the device to its limits and cause it to fail. DoS
attacks will often access the device in a normal manner, but so frequently that no
other user can access the same device. The device does not fail, but because legiti-
mate users cannot access the device, a DoS situation exists.

Windows workstations can best prevent DoS attacks by taking the following
actions:
4 Install a personal firewall.
4 Use a firewall on the network.
4+ Limit unnecessary applications on the workstation. If the following, in particu-
lar, are not needed, they should not be loaded and run on the workstation:
e Web server
e Mail server
e FTP server

¢ File server

File extensions

Windows has a feature that allows the file extensions to be hidden to the user. This
supposedly makes the system more convenient and user friendly. This convenience
comes at a security price, however. By hiding the extensions, malicious code is able
to masquerade as something benign. For example, a user might be tempted to open
a file named readme.txt, knowing that simple ASCII text files cannot contain mali-
cious code. However, the user will be at risk if the real file name is readme.txt bat,
because the true extension, .bat, is hidden by Windows. Now if the user opens the
file by double clicking on it, the malicious code in the BAT file will run with the
same permissions as the user.

File extension hiding should be disabled on the Windows systems.
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Packet sniffing

A Windows workstation is vulnerable to having its network traffic intercepted and
read by another workstation on the same LAN segment. At one time, this threat
was restricted to when the two workstations were on the same hub. Now, tools
such as ettercap are available to attackers that will allow them to read the traffic in
a switched environment. In a hub environment, the traffic can be read passively
without the Windows user being affected. In the switched environment, the tools
set up a man-in-the-middle attack, in which the traffic is intercepted, copied, and
then sent on to the intended destination.

Using packet sniffing, an attacker can read all the user’s Internet traffic, including
e-mail, instant messages, and Web traffic. With regard to Web traffic, the attacker
sees every screen just as the user does.

The best Windows protection against packet sniffing is to use encryption whenever
possible. The attacker can still intercept the traffic, but it will be encrypted and of
no use.

Hijacking and session replay

Session hijacking occurs when a TCP/IP session is observed and captured by a net-
work sniffer. The session has an originator and a target host. The attacker captures
the traffic sent out by the originator. The attacker can then modify the captured
traffic to allow the attacker to appear to be the target host. The traffic is now sent
to the attacker instead of the original target host. All future traffic in the session is
now between the originator and the attacker.

Session replay occurs when a TCP/IP session is captured by a network sniffer. Some
aspect of the session is then modified (certain replays, such as transferring bank
funds, may not require modifications). The modified session is then fed back onto
the network and the transaction is replayed.

~Cross- '\ Hijacking and replay are discussed in detail in Chapter 7.
| Reference\&
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Social engineering

Social engineering is a method to gain valuable information about a system from
personnel. Generally, the attacker uses a little bit of inside information to gain the
trust of the victim. With this trust, the victim ends up providing sensitive data that
the attacker can use to exploit the system further. For example, pretending to be an
authority figure, an attacker may call a help desk and tell them that they forgot
their password and need immediate access to a system in order not to lose a very
important client. Many situations can be made up, depending on what information
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has already been gained about the enterprise and the particular application. In
some cases, the attacker will construct a situation that creates a lot of pressure on
the personnel to get information fast.

It should be assumed that serious and malicious attackers will always want to use
social engineering to make their work easier.

Information should not be provided in a public forum that does not contribute to
the mission of the Windows workstation. This information might make the social
engineering task easier. For example, user names and IDs should not be displayed in
a manner that is visible to a stranger.

Social engineering is the hardest attack to defend against and is potentially the
most damaging. Despite the best training, people will share critical and sensitive
information in an effort to “get the job done.” The attacker can then do some very
damaging things with this information. If the information obtained contains user
IDs and passwords, the attacker can essentially do anything that a legitimate user
can do.

Summary

The Windows workstation may very well be the most insecure part of an organiza-
tion and a network. This is due in part to the following:

4+ The typical user is not well trained in security but has a great deal of influence
on the security of the Windows workstation.

4+ The PC has been designed as a general computing platform. This leaves a lot
of the design open to hacking and finding vulnerabilities.

4+ Microsoft has designed Windows to install in a manner that serves the widest
group of customers. What is a feature to one group is a security vulnerability
to another.

4+ Most of the work performed on an organization’s network is done on the
Windows workstation. Because there is a trade-off between security and ease
of doing work, it is expected that the workstation will be the most vulnerable
part of a network.

The Windows workstation can be made secure. The major components to a secure
workstation are as follows:

4+ Harden the operating system.

4+ Install secure applications such as antivirus protection.

4 Prepare the network that will contain the workstation.
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4+ Operate the workstation safely.

4+ Maintain patches and upgrades for both the operating system and key
applications.

4 Test and monitor the security of the workstation frequently.

¢+ 4



UNIX and Linux
Security

UNIX, Linux, and other similar operating systems are
gaining in popularity and market share. UNIX is still a
dominant player in the server arena, which is covered in
Chapter 10. Most of the growth in UNIX popularity has been
in the workstation arena.

Most of the security issues raised in Chapter 4 apply to oper-
ating a UNIX workstation safely. However, some of UNIX’s
unique aspects are covered in this chapter.

The Focus of UNIX/Linux Security

UNIX, Linux, FreeBsd, AIX, and so on (all referred to as UNIX in
this chapter) have great potential for both being very secure
and being exploited. Some of the same features that make
UNIX a good target for security attacks make it powerful
enough to be operated safely.

UNIX as a target

There is an ongoing debate among system administrators as
to whether Windows or UNIX is the more vulnerable operating
system. This debate often degrades to a mere count of vulner-
abilities applicable to one side or the other. In any case, it is
useful to start with an examinaton of why UNIX and Linux
might be a target of security attacks. The following lists the
four main reasons that UNIX is a target:

4 Linux (and much of the other UNIX implementations) are
open source.

4+ UNIX installations are easy to obtain, both in terms of
being inexpensive (often free) and readily distributed.
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4+ Most hacking tools are available for UNIX.

4+ UNIX is a good environment to exchange hacks and code.

Open source

Open source means products made available along with the source code needed to
rebuild or recompile the products. Open source does not mean free of cost or
licenses, although it is in many cases.

Many people view open source as a major security threat. In fact, this has not
turned out to be the case. While it is true that a hacker can get a head start on find-
ing security issues by examining the code, this concern is certainly overrated,
because of the extremely long hours that would be required to walk through the
thousands of lines of code. However, once a flaw is identified, the source code can
be very useful to the hacker in developing an exploit.

Ironicly, over time, the ultimate effect of having code open to all may be that the
code is better and more secure. Problems tend to be quickly fixed and thoroughly
vetted. This is discussed in more detail in the section “Open Source Issues” later in
this chapter.

Easy-to-obtain operating system

That Linux is low cost and freely distributed on the Internet makes it a popular
operating system for experimentation. Many public forums exist in which novices
can get help and support for their Linux implementation. Even solutions for compli-
cated and obscure problems can be found with a minimal amount of searching on
the Internet. If it is a popular operating system to use, it can be expected to be pop-
ular for hacking as well.

Network and development tools

Another attractive feature of UNIX and Linux for the hacker is the abundance of net-
work tools available. Most networking tools are developed under Linux or FreeBSD
first and later ported to other operating systems. Certainly the open source soft-
ware and the plethora of code examples contribute to the early development of
tools on UNIX.

Some examples of the free network tools that support hackers in their quest for vul-
nerabilities and exploits include the following:

4+ tcpdump — A low-level traffic capture application that sniffs traffic at the
International Standards Organization (OSI) model’s layers 2, 3, and 4. tcpdump
comes standard on most UNIX installations and supports a wide variety of
layer 2 media. Because tcpdump is so universally available, its output is often
used as input into traffic analysis tools.
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4+ Ethereal — A network traffic sniffing application. Ethereal also provides a
nice interface to work with traffic captured with other low-level tools such as
tcpdump.

4+ tcpreplay — Allows for traffic captured in tcpdump to be put back on the wire.
This permits the hackers to better analyze traffic and ultimately to debug
their own applications.

4+ nmap — A popular port-scanning tool. It will check the status of ports on a
system from the network by attempting to connect to the ports. The method
of connection can be varied; likewise, nmap can run more or less aggressively
through the hosts and ports.

4+ Nessus — A vulnerability scanner that calls nmap to discover open ports, then
tests the ports for possible vulnerabilities. Nessus has over 500 tests and can
detect most older vulnerabilities.

4+ Perl, sh, and ksh — Scripting languages that, in the hands of the hacker,
become a powerful tool for automating procedures.

In addition to network tools, UNIX systems come with a fully functional development
environment. All the compilers and libraries needed to completely rebuild the kernel
and operating system are available as open source resources. With these develop-
ment tools, the hacker can produce everything from kernel module root kits to
sophisticated attack tools of their own.

Information exchange

UNIX is an attractive platform for the exchange of tools and techniques under
development by hackers. Hackers are able to exchange source code and then read-
ily recompile the applications. The hacker community has a lot of expertise in UNIX
and this expertise is shared in the form of code and advice.

UNIX/Linux as a poor target
UNIX has some characteristics that make it a less attractive target for security
attacks. Some of these characteristics are as follows:

4 There are many versions and builds.

4+ Users are generally more expert.

4 Scripts are not as easily run (compared with Outlook).

4 File ownership limits malware spread.

Many versions and builds

While code and hacks are easily exchanged, specific exploits may not work on a
majority of UNIX platforms. For example, a kernel root kit initially developed for
Linux 2.4.20-8 on Red Hat may have to be tested and adapted to be useful on other
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systems, such as Debian. This requires a level of discipline and configuration man-
agement that is not normally a trait of the typical troublemaking hacker. As a result,
there may be many exploits developed for UNIX, but few of them are universally
dangerous.

Expert users

UNIX has not made great inroads as a popular destop workstation for the masses. It
is still primarily used on servers, embedded systems, and software development
platforms. All of these uses tend to make the average UNIX user more knowledge-
able about the operating system and security. Therefore, if the technical expertise
of the average user is greater, attacks against their platforms will, on the whole, be
less frequent and harder to accomplish.

Attackers, like most forces, will seek the path of least resistance. Attacking a work-
station that is managed by a non-technical person will certainly be easier than
attacking one managed by an expert.

Scripts not as easily run

There are many scripting techniques in UNIX. They range from Perl to Bourne shell.
However, unlike Windows, the scripting is not tightly integrated into common appli-
cations (such as Outlook and Word). In UNIX, scripts can be integrated into applica-
tions such as mail and word processing, but it is not the default configuration. This
makes UNIX much less vulnerable than a Windows system that is running Outlook
and allows users to commonly run powerful Visual Basic scripts.

File ownership

It is not uncommon for malware to take advantage of commonly run executables to
propagate an attack. In these cases, the malware writes itself to a file that is later
executed by the unaware user. This kind of attack is made possible because, to per-
form normal computing functions, restricted users are permitted to run executa-
bles that have root or administrator-level access to system resources. This is true
for UNIX as well.

Where UNIX has an advantage is in that the file ownership is different than file exe-
cution permission. Although a user may be able to run a critical application, they
usually do not own the application and therefore would not normally be able to
write or alter the executable. The inability of a common user to alter an executable
is a severe restriction on viruses and worms that depend on users to propagate
their malware.

Open source issues

The first thing that comes to mind when considering the security issues pertaining
to open source is that anyone can see the code. This means that hackers looking to
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cause trouble can spend countless hours analyzing your code to find logical errors,
such as the following:

4+ Hackers will look for embedded passwords or backdoors. The software devel-
oper may hard code a password authentication into the application as a con-
venience feature to the end user. This is clearly a poor practice because the
passwords are easily detected and acquired. Attackers can then use the
passwords to gain access to the resources outside of the constraints of the
application.

4+ Hackers may identify places in the code where input is not properly checked.
Most programmers have tunnel vision when writing code; they assume they
will receive the proper input from the end user (or from another function). For
code to be truly secure, programmers must assume that they will receive
completely irrelevant input from the user. The programmer must really think
out of the box about validating input. For example, special characters and
Unicode should be considered. Simple checks on the input data may not
detect data put in following a \ 0 (NULL terminator). If hackers find locations
where the input is not properly checked, they will attempt to exploit this by
entering strange data. The result may be that the application reacts in a
totally unpredicted manner, giving hackers a means to exploit the application.

4+ Hackers will examine the open source code for variables that are set but not
properly checked. Programmers should check that their variables do not go
out of range, meaning that only valid values are assigned to the variables. If a
variable goes out of range, it may clobber memory or have other unintended
consequences. If hackers can manipulate the application in such a way as to
cause variables to go out of range, the application’s behavior may be unpre-
dictable. Under these circumstances, the application may exhibit a vulnerabil-
ity that can be exploited.

4+ Hackers will look for instances in the open source code in which the user’s
input is used as code or instructions. A common example of this might be
when an end user is allowed to build an SQL query. The query might then be
passed to a function that executes the query. This is a dangerous practice.
Merely checking the input for proper format will not suffice in this case. The
end user’s input should not be processed directly; rather an interpreter should
be written to read the input and rebuild the SQL necessary to run the queries.
This interpreter must be very restrictive in the calls it will use and make.

Having found potentially vulnerable points in the code, hackers can attempt to
exploit the vulnerabilities. This is still not a simple process, but hackers are well
ahead of the game just by knowing where to concentrate their efforts.

In addition to exposing the open source code to the hacker community, the code is
also scrutinized by the user community. The user community does not spend time
reading source code for logical (security) flaws. The user community will only iden-
tify logic errors that are encountered during an examination of the code for some
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other reason, the most common reasons being that the code is faulty (does not
work for that user), or the user wants to extend or improve the code to cover his or
her particular circumstances.

While not as good as employing an army of “white hat” hackers (persons who test
applications to find flaws to better the product, not exploit it) to scrutinize the
code, software developers have hundreds of extra eyes going over their code when
they make it open source. Because most people are honorable and reputable, this
appears to be a net gain for software developers, from a security perspective.

When logic problems are found and brought to the attention of the user community,
in open source software, they tend to be corrected quickly due to the following:

4+ Software developers can’t pretend that the flaws don’t exist because they are
there for the whole world to see.

4 The user community will often contribute to making the fix.

Open source has an added benefit of allowing security to influence the evolution of
software products. For the reasons stated earlier, the development of software in an
open source manner may contribute to the improvement of software available for a
given need. Most user requirements have a number of applications that could sat-
isfy the need. Except in the case of a monopoly, the user community will eventually
decide which of the applications survive and become popular. When open source is
subjected to this selection process, it can be assumed that the security (lack of
logic errors) of the code will be a factor when the user community chooses their
favorite applications. All things being equal, users will choose a secure application
over a risky one.

Physical Security

The first (or last, depending on your perspective) line of defense against a security
threat is physical security. Some measures can be taken to improve the security of a
UNIX workstation in the event that an attacker gains physical access to the device.
Physical security is discussed in detail in Chapter 2. The following UNIX-specific
methods to improve the physical security of a workstation are discussed here:

4 Limit access to the UNIX workstation during boot operations.

4+ Detect hardware changes to understand any physical changes to the system.

4 Disk portioning can lessen the impact of damage from a security problem.

4+ Prepare for the inevitable security attack.
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Limiting access

It is a general principle that any network device (such as a UNIX workstation) can
be compromised if an attacker has physical access to the device. The type of com-
promise varies depending on the network device. For a UNIX workstation, the fol-
lowing are some possible means to achieve this compromise:

4+ Reboot—If the workstation can be rebooted with a floppy or CD, an attacker
can boot an operating system of their choice. In this way, they could have full
access to all the workstation’s resources.

4+ Data collection —If an attacker installs a covert monitoring device, such as a
keystroke capturer, sensitive information may then be stored on the monitor-
ing device. The device may either phone home the information to the attacker
or the attacker may get physical access to the box a second time and retrieve
the device.

4+ Theft— An attacker who can remove a hard drive from the premises will have
sufficient time and resources to extract all the information on the drive.

4+ BIOS control —If an attacker is able to reboot the workstation and get into
BIOS, the person may set a BIOS password to lock everyone else out of the
workstation. This would constitute an effective denial-of-service (DoS) attack.

The following steps will improve the physical security of the UNIX workstation.
These measures should be considered part of a defense-in-depth methodology,
because all these steps together will still not completely secure a workstation that
has been physically compromised:

4+ Enable the BIOS password. BIOS changes will be protected from change if this
password is set. Also, if the BIOS password is in the disabled state, the attacker
can enable it and set a password. This can result in a denial-of-service attack
because legitimate users will not be able to boot and use the workstation.

4+ Change BIOS settings. BIOS settings should be changed to prevent booting
from a floppy or CD. These are typically infrequent events, therefore the
impact will, in most cases, be minimal.

4+ Set the boot loader password. Typically, this involves the Linux Loader
(LILO) or Grand Unify Bootloader (GRUB) loaders. If an attacker can modify
the boot loader configuration, he or she will be able to access and change
resources that were otherwise off limits.

Some versions of Linux can be booted directly into a root account using one of the
following commands at the boot prompt:

Tinux single
or

Tinux init=/bin/sh
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In the first case, Linux boots using the single user mode. This mode, in UNIX, gives
someone root access to all the resources on the host machine without needing to
log in with a password. Requiring a password during the boot process will provide
additional security. Single-user mode access will require a password if the following
line is inserted in the /etc/inittab file after the initdefault line:

~~:S:wait:/shin/sulogin

In the second case, 1inux init=/bin/sh, Linux is booted and runs a Bourne shell
instead of the init process. This provides the user with root access. To add a pass-
word to the LILO prompt, put the following lines in the /etc/lilo.conf file:

restricted
password="<root password>"

The boot loader password takes effect after rebooting. When prompted, enter the
root password. Now when the workstation is rebooted, any additional boot argu-
ments will require the root password.

Detecting hardware changes

The application kudzu detects and configures new and/or changed hardware on a
Linux system. When started, kudzu detects the current hardware and checks it
against a database stored in /efc/sysconfig/hwconf, if one exists. It then determines
if any hardware has been added or removed from the system. If new hardware is
found, the user is prompted to configure the hardware. If hardware is expected but
not found, the user can remove the configuration. Kudzu then updates the database
in /etc/sysconfig/hwconf. If no previous database exists, kudzu attempts to deter-
mine what devices have already been configured by looking at /etc/modules.conf,
/etc/sysconfig/network-scripts/, and /etc/X11/XF86Config.

The following are just a few of the pieces of hardware identified and stored in the
hwconf database. The full listing can be obtained with the command kudzu -p.
Shown in the following listing are a network interface card (NIC), a floppy drive, a
CD-ROM drive, and a hard drive. By storing this information and comparing it with
current values, any changes in the physical hardware can be found.

class: NETWORK
bus: PCI
detached: 0O
device: eth
driver: 3c59x
desc: "3Com Corporation]|3c905C-TX/TX-M [Tornado]"
vendorId: 10b7
deviceld: 9200
subVendorId: 1028
subDeviceld: 00d5
pciType: 1

class: FLOPPY
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bus: MISC

detached: 0

device: fdO

driver: unknown

desc: "3.5" 1.44MB floppy drive"

class: CDROM
bus: SCSI
detached: 0
device: scd0
driver: ignore
desc: "Matshita CDRW/DVD UJDA740"
host: 0

id: 0
channel: 0
Tun: 0
generic: sg0

class: HD

bus: IDE

detached: 0

device: hda

driver: ignore

desc: "FUJITSU MHT2060AT"
physical: 116280/16/63
logical: 7296/255/63

Disk partitioning

Partioning of disks on a UNIX platform can be a physical security issue. Older UNIX
versions had a serious problem with the loss of a partition due to a physical error.
For example, a sudden power loss may cause a mismatch between the file pointers
(inodes) stored in memory and those already written to disk. Such a mismatch
could cause the loss of some data on the partition. This risk is greatly mitigated
with the new versions of the UNIX file systems. These file systems, such as ext3 in
Linux, use journaling to make the recovery of damaged file systems more reliable.
Journaling provides for a fast file system restart in the event of a system crash. By
using database techniques, journaling can restore a file system in a matter of min-
utes, or even seconds, versus hours or days with non-journaled file systems. In
addition to ext3, jfs, xfs, and reiserfs are also journaling file systems.

Even with journaling, data in a file system (partition) can be lost due to disk dam-
age. One measure that can be taken to reduce this risk is to spread files (based on
their use) across different partions. One partition should contain non-changing
operating system files. This is usually the /usr directory:. If this partition is lost due
to some physical problem, the partion can readily be restored either from backup,
or by re-installing the operation system. Because this partion will rarely change,
incremental backups can be done quickly.
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The directory /usr/local is one place under /usr where applications may install
themselves. Even though this appears to be on the /usr partition, it can be mounted
as a separate partition during the boot process. The most common way to do this is
in the /etc/fstab with a line such as the following:

/dev/hdab /usr/local ext3 defaults 12

It is advisable to put the /home directory on a separate partition. This partition
holds the home directories of the users who can log in to the workstation. In many
cases, these directories will hold configuration information for the individual users.

There should also be one or more partitions that hold the data that will be used by
the organization or the particular workstation (referred to here as the /data direc-
tory). The advantage to having the data in a separate partition is that it can be
backed up and restored separately. Also, when the UNIX operating system is
upgraded, the /data directory can be brought forward without the need to copy it
off and then back onto the workstation.

Consider directories that could grow very large and, as a result, cause a denial of
service for the whole workstation. Typically, these are the /tmp and /var directo-
ries. These should each be put on a separate partition. If the /tmp or /var partition
fills up, performance and operations may be impacted or impaired, but recovery
will be simple. If, instead, the / directory is filled up (because /tmp was on the
same partition) the operating system might hang and not be able to reboot without
special procedures.

Prepare for the eventual attack

You can take certain steps to prepare a UNIX workstation for the inevitable attack.
From a security perspective, these steps are usually put under the category of
incident response or disaster recovery.

~Cross- '\ See Chapter 17 for more detailed information on incident response and disaster
| Reference\& recovery.
e '

Preparing for an attack is a three-part process —backup, inventory, and detection.

4+ The frequency and extent of the backups (copying data and files and moving
them off the workstation) should be determined by the risk of losing the files or
data. The more frequently the data changes and the more critical would be the
loss, the more frequent the backups should be. It is not uncommon in a rapid
development environment to see several backups daily. However, other environ-
ments, such as a home user environment, might do weekly or monthly backups.

Backups should be done in a manner consistent with the sensitivity and atten-
tion given to the workstation. In most cases, daily backups are recommended.
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A normal backup cycle is for incremental backups to be done every day and
full backups to be done on Friday. How long the backups will be kept or, in the
case of reusable media, re-used depends on the sensitivity and attention
placed on the workstation. The more sensitive the data, the longer the back-
ups should be kept. In some cases, financial data might be kept for years. If
the workstation does not get a lot of monitoring and it is suspected that an
attack might not be readily detected, the backups should be kept for a longer
period than normal.

4+ Inventory involves the system administrator knowing the key files on the
workstation that must be checked in the event of an attack. From an operating
system perspective these include password files (/etc/passwd) and startup
scripts (/etc/rc.d/init/*). However, individual organizations will have other
equally critical files that control the mission, such as database files.

4+ Detection is key to any preparation against an attack. Detection or monitoring
allows for the initation of a timely response. This can be a significant factor in
limiting the damage done by the attack.

If any of these three protective measures — backup, inventory, or detection —is
missing or weak, the other two may be hindered to the point of not being effective.
Consider the following scenarios:

4+ Backups without detection — Without adequate detection, an attacker may
be on the workstation for a period of time that spans a number of backups. If
the compromise is then detected and the system administrator attempts to
restore from backup, they may be restoring compromised files.

4+ Inventory and weak detection —It is important to keep an inventory or sta-
tus of key files on the workstation to be better prepared to respond to an
attack or incident. However, without quick detection of an attack, some of
these files may be changed by users and administrators over the course of
normal business. If the valid users make changes on top of an attacker’s
changes, it will be very difficult to determine what was done by the attacker
and how to mitigate the risk.

4+ Detection without inventory and backups —If inventories of key files and
backups are adequately conducted, prompt detection can lead to a response
that will limit the attacker’s abilities to continue the attack. However, if inade-
quate backups were done, the recovery from the attack can be hampered. In
such cases, the entire workstation may have to be taken offline and the oper-
ating system rebuilt from scratch.

The bottom line in responding to an attack or a compromised system is if you can’t
be 100 percent assured that you have found and corrected everything that an
attacker has done, you should take the workstation offline, rebuild the operating
system, and reharden the workstation, hopefully, taking the opportunity to estab-
lish good backups, inventories, and detection capabilities.
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Controlling the Configuration

Controlling the configuration of a UNIX workstation is important for network secu-
rity. Even stripped down and hardened, a UNIX workstation can be a powerful tool
from which to launch attacks on the network or on other hosts. The configuration
concerns will be addressed in two areas:

4 Installed packages or applications —Eliminating unneeded applications and
keeping required ones properly patched is key to a defense-in-depth strategy.

4+ Kernel-related issues — Because the kernel has root-level control over
resources and processes, it is a critical part of the UNIX system to keep under
configuration control.

Installed packages

It is important for an administrator to know what packages are installed. The
“Operating Safely” section later in this chapter discuses how to control which
applications are running. Even if an application is not running or planned to run,

its installation should still be limited or controlled. Attackers may seek to take over
a workstation to use its resources. By stripping the available software packages
down to a minimum, the workstation becomes a less valuable target to the attacker.
Additionally, if the workstation is overtaken, the usefulness of it to the attacker is
reduced.

Following are some typical packages that should not be installed unless they have a
legitimate use:

4 Mail server — Sendmail (or an equivalent application) is commonly installed
on UNIX systems. While the mail server may not be used by the average
UNIX user, it is a useful tool to an attacker who has taken over control of the
workstation.

4+ Automatic update servers —If automatic update services are not being used,
these services should not be installed. For example, on Red Hat systems,
rhnsd is a daemon process that runs in the background and periodically polls
the Red Hat Network to see if there are any queued actions available. If any
actions are queued, they are run and the system is automaticly updated.

4 File-sharing services— On UNIX systems, smbd is a server daemon that pro-
vides file sharing and printing services to Windows clients. The server pro-
vides filespace and printer services to clients using the Server Message Block
(SMB) or Common Internet File System (CIFS) protocol. This is compatible
with the LanManager protocol, and can service LanManager clients.

4 File transfer services— The File Transfer Protocol (FTP) service is a program
that allows a user to transfer files to and from a remote network site. Attackers
have been known to activate FTP capabilities to use systems for their personal
file transfer.
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On Linux, the command rpm -qai will list all installed rpm packages. This produces
information on each package. Following is the information available for a typical
sendmail package:

Name : sendmail Relocations: (not relocateable)
Version : 8.12.8 Vendor: Red Hat, Inc.
Release : 4 Build Date: Mon 24 Feb 2003

07:16:00 PM EST
Install Date: Wed 15 Oct 2003 09:36:17 PM EDT Build Host:
stripples.devel.redhat.com

Group : System Environment/Daemons Source RPM: sendmail-8.12.8-
4.src.rpm

Size : 4389045 License: BSD

Signature : DSA/SHAL, Mon 24 Feb 2003 11:30:42 PM EST, Key ID
219180cddb42a60e

Packager : Red Hat, Inc. <http://bugzilla.redhat.com/bugzilla>
Summary : A widely used Mail Transport Agent (MTA).

Description :

The Sendmail program is a very widely used Mail Transport Agent (MTA).
MTAs send mail from one machine to another. Sendmail is not a client
program, which you use to read your email. Sendmail is a behind-the-scenes
program which actually moves your email over networks or the Internet to
where you want it to go. If you ever need to reconfigure Sendmail, you
will also need to have the sendmail.cf package installed. If you need
documentation on Sendmail, you can install the sendmail-doc package.

Kernel configurations

The kernel is a relatively small program that controls the most critical resources on
the system, such as the hard drives, memory, and video card. The kernel allows for
many applications to run simultaneously by controlling their access to critical
resources. Applications access these resources through system calls.

Most of the kernel code consists of device drivers — over 90 percent of which are
probably not needed by any one particular workstation. Usually, the installation of
UNIX or Linux does not include a compilation of the kernel. As a result, the kernel
must be prepared to support a wide variety of architectures and hardware configu-
rations. This leads to a lot of code that is not used. As a general security principle,
there is no advantage to keeping unused kernel code around. Note that most of this
unused code is not compiled directly into the kernel but is available to be loaded as
a module when needed. Kernel modules are discussed later in this chapter in the
“Kernel Modules” section.

UNIX has two modes: supervisor mode and user mode. In user mode, library func-
tions are used. These functions then make system calls, which execute on behalf of
the libraries. Because the system calls are part of the kernel itself, they have privi-
leged access to critical system resources. Once the task (system call) is completed,
control is returned to user mode.
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Kernel options

A typical kernel has many options, perhaps as many as 1300 or more in the Linux
2.4 kernel. Some of the more significant security-related options are as follows:

4+ iptables —iptables is a powerful firewall that can be used on UNIX worksta-
tions. Because iptables operates at the kernel level, it must be compiled into
the kernel. iptables is discussed in greater detail in the “Networking” section
of this chapter.

4+ IP forwarding — With forwarding turned on, the workstation can function as a
gateway or router. Traffic sent to the workstation but destined for a different
IP will be routed according to the workstation’s route table. This can be a
secuity risk. Certain network safeguards may be circumvented because the
traffic will appear to come from the workstation instead of the originator.
Additionally, if the workstation is multihomed (two or more NICs on differnet
subnets), the workstation may allow traffic onto a different network. This may
circumvent security controls for that network, such as a firewall or proxy. If
not disabled in the kernel, IP forwarding can also be disabled after a system
has booted. In Linux, the file /proc/sys/net/ipv4/ip_forward should contain 0
to disable fowarding.

4 Support for multiprocessors —If multiple processors are detected on your
workstation, the installation process may configure your boot loader to load a
multiprocessor version of the kernel. In most cases, this will not make a differ-
ence in the security of the workstation. However, if the workstation is doing
development and testing of kernel modules and system calls, the multiproces-
sor kernel might introduce unwanted effects.

4+ Source-routed frames — The kernel can be configured to drop source-routed
frames. A source-routed frame is a packet that contains all the information
needed for the packet to traverse the network and reach its destination. This
source routing is not normally needed and is most often used as a small part
of a larger attack. By configuring the kernel to drop source-routed frames, an
added measure of security is gained.

The typical UNIX kernel comes with many features enabled that are not required.
By rebuilding the kernel and eliminating these options, you will increase the overall
security of the workstation. Any unneeded code is a potential source of vulnerabil-
ity. Additionally, if the workstation is compromised, these unneeded features may
be useful to the attacker. Following is a short list of some options that have been
turned on. You can see from this small sample that a wide variety of configuration
items are possible.

CONFIG_SCSI_CONSTANTS=y
CONFIG_AIC7XXX_TCQ_ON_BY_DEFAULT=y
CONFIG_AIC7XXX_OLD_TCQ_ON_BY_DEFAULT=y
CONFIG_AIC79XX_ENABLE_RD_STRM=y
CONFIG_SCSI_EATA_TAGGED_QUEUE=y
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CONFIG_SCSI_G_NCR5380_PORT=y
CONFIG_SCSI_NCR53C7xx_FAST=y
CONFIG_SCSI_NCR53C7xx_DISCONNECT=y
CONFIG_SCSI_PCMCIA=y
CONFIG_IEEE1394_PCILYNX_PORTS=y
CONFIG_IEEE1394_SBP2_PHYS_DMA=y
CONFIG_NETDEVICES=y
CONFIG_APPLETALK=y
CONFIG_DEV_APPLETALK=y
CONFIG_COPS_DAYNA=y
CONFIG_COPS_TANGENT=y
CONFIG_IPDDP_ENCAP=y
CONFIG_IPDDP_DECAP=y
CONFIG_NET_ETHERNET=y
CONFIG_NET_VENDOR_3COM=y

Kernel modules

Kernel modules are dynamic extensions to the kernel that can be added without
requiring a kernel rebuild or even a reboot. Kernel modules allow for the following:

4+ The dynamic extension of kernel capabilities after the detection of new
hardware — When a Personal Computer Memory Card International
Association (PCMCIA) card is inserted into a UNIX laptop, the operating
system can load the appropriate kernel modules. Adding a Universal Serial
Bus (USB) device invokes a similar response.

4+ The rapid testing and modification of kernel capabilities under
development — The system call developer does not have to go through time-
consuming rebuilds and reboots just to test a new version.

4 The size of the kernel loaded at boot time can be kept smaller —Many capa-
bilities are designated as loadable modules, so the boot time size of the kernel
is kept small and manageable.

A UNIX administrator must know how to check for root kits that have been loaded
as a kernel module. The Ismod command will list kernel modules that have been
loaded. The following is a subset of typical modules loaded in a Linux 2.4 kernel:

Module Size Used by Tainted: PF
i810_audio 27720 1 (autoclean)

ac97_codec 13640 0 (autoclean) [i810_audio]
soundcore 6404 2 (autoclean) [i810_audiol
agpgart 47776 3 (autoclean)

nvidia 2126120 6 (autoclean)

parport_pc 19076 1 (autoclean)

1p 8996 0 C(autoclean)

parport 37056 1 (autoclean) [parport_pc
p]

ipt_state 1048 3 (autoclean)

169



170  Partil + Operating Systems and Applications

iptable_nat 21720 0 (autoclean) (unused)
ip_conntrack 26976 2 (autoclean) [ipt_state
iptable_nat]

iptable_filter 2412 1 (autoclean)

ip_tables 15096 5 [ipt_state iptable_nat
iptable_filter]

sg 36524 0 C(autoclean)

sr_mod 18136 0 (autoclean)

ide-scsi 12208 0

scsi_mod 107160 3 [sg sr_mod ide-scsil]
ide-cd 35708 0

cdrom 33728 0 [sr_mod ide-cd]
keybdev 2944 0 (unused)

mousedev 5492 1

hid 22148 0 (unused)

input 5856 0 [keybdev mousedev hid]
usb-uhci 26348 0 (unused)

usbcore 78784 1 [hid usb-uhci]

ext3 70784 7

jbd 51892 7 [ext3]

System calls

A system call is a request to the operating system kernel for access to critical
resources. System calls are accomplished using special instructions that allow a
switch to the supervisor mode. These calls are the services provided by the kernel
to application programs. In other words, a system call is a routine that performs a
system-level function on behalf of a process. All system operations are allocated,
initiated, monitored, manipulated, and terminated through system calls.

System calls can assist an administrator in evaluating an application’s security. By
examining calls that an application makes to the kernel, an administrator can deter-
mine if a security risk is involved. By viewing the system calls made by a process, it
can be determined if the hard drive is being accessed when it should not be. Also,
the system calls will reveal network access in a process that has no business on the
network.

On a Linux system, the strace command is a system call tracer tool that prints out a
trace of all the system calls made by a process or application. The Itrace command
will similarly print out all library calls made. On FreeBSD you can use ktrace, and on
Solaris truss.

The following example is a session that shows the use of strace on a simple Hello
World program. First the program source is listed:

# cat helloworld.c
/*
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* helloworld - simple hello world program
*/

#Finclude <stdio.h>

int main(int argc, char **argv) {
printf("Hello World\n");

}

Now the program is executed normally:

# ./a.out
Hello World

Finally, the program is executed with strace:

# strace ./a.out

execve("./a.out", ["./a.out"], [/* 35 vars */1) =0

uname({sys="Linux", node="localhost.localdomain", ...}) =0

brk(0) = 0x8049510

old_mmap(NULL, 4096, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1,
0) = 0x40016000

open("/etc/1d.so.preload", O0_RDONLY) = -1 ENOENT (No such file or
directory)

open("/etc/1d.so.cache", 0_RDONLY) =3

fstat64(3, (st_mode=S_IFREG|0644, st_size=81158, ...}) =0

old_mmap(NULL, 81158, PROT_READ, MAP_PRIVATE, 3, 0) = 0x40017000

close(3) =0

open("/1ib/t1s/1ibc.so.6", O0_RDONLY) =3

read(3, "\177ELFNINININONONONONONONONONONINON3INONINONONO VAIBANOD" ..., 512)
= 512

fstat64(3, {st_mode=S_IFREG|0755, st_size=1531064, ...}) =0

old_mmap(0x42000000, 1257224, PROT_READ|PROT_EXEC, MAP_PRIVATE, 3, 0) =
0x42000000

old_mmap(0x4212e000, 12288, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_FIXED,
3, 0x12e000) = 0x4212e000

old_mmap(0x42131000, 7944, PROT_READ|PROT_WRITE,

MAP_PRIVATE |MAP_FIXED|MAP_ANONYMOUS, -1, 0) = 0x42131000

close(3) =0
set_thread_area({entry_number:-1 -> 6, base_addr:0x400169e0,
1imit:1048575, seg_32bit:1, contents:0, read_exec_only:0,
1imit_in_pages:1, seg_not_present:0, useable:1}) =0

munmap (0x40017000, 81158) =0

fstat64(1l, {st_mode=S_IFCHR|0600, st_rdev=makedev(136, 3), ...}) =0
mmap2 (NULL, 4096, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, 0)
= 0x40017000

write(l, "Hello World\n", 12Hello World) =12

munmap (0x40017000, 4096) =0

exit_group(12) =7
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When strace is run on a program that accesses the network, you see certain calls
that belie that access:

# strace ping -c¢ 1 192.168.131.131
execve("/bin/ping", ["ping", "-c", "1", "192.168.131.131"1, [/* 35 vars
*/1) =0

{lines deleted>
socket (PF_INET, SOCK_RAW, IPPROTO_ICMP)
getuid32() =
setuid32(0) =
socket (PF_INET, SOCK_DGRAM, IPPROTO_IP) = 4
connect(4, {sa_family=AF_INET, sin_port=htons(1025),
sin_addr=inet_addr("192.168.131.131")}, 16) = 0
getsockname(4, {sa_family=AF_INET, sin_port=htons(32796),
sin_addr=inet_addr("192.168.123.10")}, [16]) = 0
close(4) =0
setsockopt(3, SOL_RAW, ICMP_FILTER,
~(ICMP_ECHOREPLY | ICMP_DEST_UNREACH | ICMP_SOURCE_QUENCH | ICMP_REDIRECT|ICMP_T
IME_EXCEEDED|ICMP_PARAMETERPROB), 4) = 0
setsockopt(3, SOL_IP, IP_RECVERR, [1]1, 4) =0
setsockopt(3, SOL_SOCKET, SO_SNDBUF, [324]1, 4) =0
setsockopt(3, SOL_SOCKET, SO_RCVBUF, [65536]1, 4) =0
getsockopt(3, SOL_SOCKET, SO_RCVBUF, [131072]1, [41) =0

O O W

brk(0) = 0x8062c80

brk(0x8063c80) = 0x8063c80

brk(0) = 0x8063c80

brk(0x8064000) = 0x8064000

fstat64(l, {st_mode=S_IFCHR|0600, st_rdev=makedev(136, 6), ...}) =0
{lines deleted>

exit_group(0) =7

/proc file system

The /proc directory is a pseudo-file system used as an interface to kernel data
structures rather than reading and interpreting kernel memory.

Most of /proc is read-only, but some files allow kernel variables to be changed. The
kernel variable that determines wether the system can act as a router and forward
IP packets is one such example. If IP forwarding is to be turned on, a 1 should be
written into the file or variable at /proc/sys/net/ipv4/ip_forward. Without IP for-
warding enabled, a value of 0 is in this file.

The /proc directory contains many parameters and kernel values needed by system
calls to maintain a stable environment. The Linux manual pages describe the avail-
able pseudo-files. A few that might be of interest to a network security administra-
tor are as follows:

4 Process ID — There is a numerical subdirectory for each running process. The
subdirectory is named by the process ID. Each subdirectory contains pseudo-
files and directories. Two pseudo-files in these subdirectories are as follows:
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¢ cmdline — This holds the complete command line for the process,
unless the whole process has been swapped out or the process is a
zombie. In either of these two cases, there is nothing in this file (a read
on this file will return 0 characters). The command line arguments
appear in this file as a set of null-separated strings, with a further null
byte after the last string.

e cwd —This is a link to the process’s current working directory. To deter-
mine the current working directory of process 2250, enter the following
command:

1s -1 /proc/2250/cwd

This will produce the following output showing the current working
directory of /root:

Trwxrwxrwx 1 root root 0 Sep 29 22:28
/proc/2250/cwd -> /root/

4+ cmdline — This pseudo-file contains the argments passed to the Linux kernel
at boot time.

4+ kcore — This file represents the system’s physical memory and is stored in
the Executable Linking Format (ELF) core file format. With this pseudo-file and
an unstripped kernel (/usr/src/linux/vmlinux) binary, the gdb command can
be used to examine the current state of any kernel data structures. To see all
the data in the kernel, it needs to be compiled with the -g option. The total
length of the file is the size of physical memory (RAM) plus 4KB.

4+ net— This subdirectory contains various net pseudo-files, all of which give
the status of some part of the networking layer. These files contain ASCII
structures and are, therefore, readable with the cat command. However, the
standard netstat suite provides much cleaner access to these files.

4+ net/arp — This holds an ASCII readable dump of the kernel Address
Resolution Protocol (ARP) table. It will show both dynamically learned and
pre-programmed ARP entries.

4+ sys— This directory contains a number of files and subdirectories corre-
sponding to kernel variables. These variables can be read and sometimes
modified using the proc file system and the sysctl system call.

4+ kernel/ctrl-alt-del — The ctrl-alt-del controls the handling of Ctrl-Alt-Del from
the keyboard. When the value in this file is 0, Ctrl-Alt-Del is trapped and sent
to the init program to handle a graceful restart. When the value is > 0, Linux’s
reaction will be an immediate reboot, without even syncing its dirty buffers.

4 domainname, hostname — The files domainname and hostname can be used
to set the NIS/YP domain name and the host name of your box in exactly the
same way as the commands domainname and hostname.
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Operating UNIX Safely

UNIX is a powerful operating system with many tools and capabilities. Even a sys-
tem that has been properly configured and hardened is still a security risk if users
and processes are not properly controlled and monitored.

Any network security attack on a workstation ultimately will come down to running
code. The code can fall into one of two categories:

4+ Malcode — This consists of viruses, worms, and Trojan horses. This code is
either run by the user or on the user’s behalf by some scripting application,
such as a Web browser.

4+ Host services —In this case, the attacker comes in from the network and
remotely gets a foothold or access to the workstation by exploiting an open
port and its associated service. This is discussed further in the next section,
“Controlling processes.”

The protection against malcode is twofold: Use antivirus protection and don’t
engage in risky behavior. Although this topic is discussed in detail in Chapter 4, it is
worth mentioning here. Avoiding risky behavior includes the following:

4+ Don’t open, launch, download, or execute anything that comes from a ques-
tionable source. In other words, “Don’t talk to strangers.” This needs to be
periodically reinforced to every level of an organizaton. The weakest-link
principle definitely applies here.

4+ Whenever possible, disable scripting capabilities on e-mail clients, word pro-
cessing, and other office productivity products.

Note that the security of any workstation can be enhanced by using encryption.
This is discussed briefly in the “Encryption and certificates” section of this chapter.

~Cross- '\ Encryption is covered in more detail in Chapter 14.
| Reference\&

==

Controlling processes

In the early days of UNIX, installations tended to be bare boned, meaning that only
the bare essentials were brought into a system during installation. As UNIX and
Linux got more popular, installations were made easier and the trend now is to
bring in many features. All these unneeded features or applications are potential
security risks.
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In terms of security, you can group processes or services into three categories, as
follows:

4+ Avoid if at all possible — Certain services are either out of date or so inher-
ently insecure that they should be avoided and alternatives found.

4+ Use as needed — A small group of services are probably worth the risk and
are generally more helpful.

4+ Probably not needed — Most processes probably fall into this category.
Under certain circumstances they have a use but should not be run on most
UNIX workstations.

Services to avoid

For the security of the UNIX workstation and the network, it is important that sys-
tem administrators be kept abreast of the processes running. Because many appli-
cations in UNIX operate in a daemon or server mode, they can be ready targets for
attackers to exploit.

It is a security principle that unneeded applications or services should not be run-
ning. Here are a few services commonly found on a UNIX workstation that are not
normally needed.

4+ FTP (vsftpd or wuftpd) — FTP is a widely available method of transferring
files. It has some vulnerabilities if anonymous access is permitted and it sends
passwords in the clear (unencrypted). For these reasons, more secure meth-
ods of file transfer, such as scp or sFTP, should be used instead.

4+ Network File System (NFS) — Designed for sharing files over a network but
over not the Internet. NFS is a remote procedure call (RPC) service using
portmap. NFS makes the spreading of malcode such as Trojan horses easier
for the attacker.

4+ nfslock — The NFS file locking service. If NFS is not being used, this service
should be disabled.

4+ RPC —This protocol has some inherent security problems and should be
avoided if not needed. Few applications these days use RPC. Most users could
operate their workstations for years and never need to use RPC. Therefore, it
is advisable to turn off RPC services unless otherwise needed. Most imple-
mentations of RPC deal with homegrown remote control of the computer or
distributed processing. Both of these circumstances are rare.

4 portmap — This service uses RPC to support nfslock.

4 r commands (rsh, rcp, rlogin) — These protocols have weak authentication
and pass information in the clear (unencrypted). There are a number of better
replacements, such as ssh and scp.
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4+ telnet— This very simple service allows remote access to a UNIX workstation.
Information is passed in the clear, so a third party could easily capture pass-
words and other sensitive information. Telnet sessions can easily be hijacked
and taken over or redirected.

Useful services

The following services should be used if needed. In some cases, they can be made
more secure by blocking their ports from the network.

4+ iptables — This is a kernel resident packet filter that works off rules control-
ling packets on input, output, and when they are forwarded through the work-
station’s network interfaces. iptables adds another layer of security and is an
important defense-in-depth addition to the UNIX workstation.

4+ keytable — This script loads a keyboard map and system font during the
boot.

4 kudzu — This is a hardware-detection program that runs during the boot. It is
useful if your workstation frequently has hardware changes, such as a laptop
that changes docking stations frequently. If the workstation is stable and does
not change, this service can be disabled.

4+ network — This script starts the network interfaces and is required if the
workstation is connecting to the network.

4+ pcmcia— This is the script that inserts pcmcia kernel modules for PCMCIA
cards on laptops. Even though laptops probably constitute only a small per-
cent of installed UNIX workstations, this service is often on by default. If not
applicable to the workstation’s hardware, it should be disabled.

4 Print daemons (cupsd, Ipd) — These processes allow the UNIX workstation to
print to network printers. While useful for that purpose, these services should
not be accessible from the network. iptables should be used to block these
ports.

4+ random — This script provides for the random seed for the system.
4+ rawdevices — This service enables raw Input-Output (10).

4+ sshd — This is the server that supports remote access to the workstation
using a Secure Shell (ssh) client. If remote access into the workstation is not
needed, this may be disabled.

4+ syslog — This process supports the logging of system messages, which can be
sent to a central server for analysis and auditing.

4+ xfs— The X Font server shares fonts with other machines to speed up font
rendering and to support TrueType-style fonts. This process may be required
for XWindows to function efficiently. In these cases, the port can be blocked
with iptables. Also, XWindows can be started without the feature of xfs look-
ing out to the network. To do this, start X with startx -- -nolisten tcp.
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4+ xinetd (inetd) — This service starts other services on demand. xinetd is
responsible for starting many of the common, small networking daemons. It
only runs the daemon when a connection request is made for the particular
service. For example, when the machine receives a pop3 request, xinetd starts
up the ipop3d daemon to respond to the request. Any service can be made
available via xinetd. A simple configuration file identifying the port and the
service to run is put in the /etc/xinetd/ directory. The following are typical
services run via xinetd. None of these should be needed for a typical UNIX
workstation that is not functioning as a server.

chargen — A service that continuously generates characters until the
connection is dropped. The characters look something like this: #
P#$%& ()*+,-./0123456789:;<=>?@ABCDEFGHIJKLMNOPQRST
UVWXYZ[\]*_"abcdefg.

cups-Ipd — An on-demand version of the print daemons discussed earlier.

daytime — A service that gets the current system time then prints it out
in a format such as “Wed Nov 13 22:30:27 EST 2002.”

echo — A service that echos characters back.

finger — A service that displays information about users on a system.
With the advent of brute force and social engineering attacks, it is no
longer advisable to provide user information to non-authenticated users
over the network.

imap — A service that allows remote users to access their mail using an
Internet Message Access Protocol (IMAP) client such as Mutt, Pine,
fetchmail, or Netscape Communicator.

imaps — A service that allows remote users to access their mail using an
IMAP client with Secure Sockets Layer (SSL) support, such as Netscape
Communicator or fetchmail.

ipop2 — A service that allows remote users to access their mail using a
POP2 client such as fetchmail. In most cases, clients support POP3
instead of POP2, so enabling this service is rarely necessary.

ipop3 — A service that allows remote users to access their mail using a
POP3 client such as Netscape Communicator, Mutt, or fetchmail.

ktalk — A K Desktop Environment (KDE) version of the talk server
(accepting talk requests for chatting with users on other systems).

ntalk — A server that accepts ntalk connections, for chatting with users
on different systems.

pop3s— A service that allows remote users to access their mail using a
POP3 client with SSL support such as fetchmail.

rexec— A server for the rexec routine. The server provides remote exe-
cution facilities with authentication based on user names and passwords.

177



178  Partil + Operating Systems and Applications

rlogin — A server for the rlogin program. The server provides a remote
login facility with authentication based on privileged port numbers from
trusted hosts.

e rsh — A server for the rcmd routine and, consequently, for the rsh(1)
program. The server provides remote execution facilities with authenti-
cation based on privileged port numbers from trusted hosts.

¢ ysync— A server that allows Cyclic Redundancy Check (CRC)
checksumming.

servers — A service that lists active server processes. This is discussed
in detail in a later section.

sgi_fam — A file-monitoring daemon. It can be used to get reports when
files change.

e talk — A server that accepts talk requests for chatting with users on
other systems.

¢ telnet— An on-demand daemon of the telnet service discussed earlier.

e time — This protocol provides a site-independent, machine-readable
date and time. The time service sends back to the originating source the
time in seconds since midnight on January 1, 1900.

Uncommon services

The following services are useful and applicable in certain cirmcumstances. Often
these processes only apply to servers, as opposed to workstations. The system
administrator should take a hard look at all these processes and if they are not
needed, disable them.

4 anacron — This service is an enhanced cron replacement It can run jobs that
were scheduled for execution while the computer was turned off.

4+ atd — This service runs scheduled batch jobs.
4+ autofs — This service auto mounts file systems on demand.

4+ arpwatch — This service is used to construct and monitor an ARP table,
which keeps track of IP address-to-MAC address pairings.

4+ apmd — This is the advanced power management daemon, primarily used on
laptops and other battery-backed devices. The apmd daemon senses the
hardware and suspends or shuts down the workstation or laptop.

4+ crond — This service is used to schedule jobs for later execution. Many sys-
tem administrator tasks can be run with cron. If this can’t be disabled, autho-
rization to run cron jobs should be limited to a few users.

4+ gpm — This service is the text-mode cut-and-paste daemon. This service has
been a source of security concerns and performance problems in the past.
Unless specific text-based applications are being used that require this mouse
support, gpm should be disabled.
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4+ httpd — This service is the Apache web server. Web servers are a high-visability
target for attacks. It is unlikely that a user’s workstation needs to be running a
web server. In the vast majority of cases, this service should be disabled.

~Cross- |\ Chapter 6 addresses the security of a Web server.
| Beference\&
|_-""""‘f"_.
4 innd — This service is the INternet News System (INN) news server. Normally

this is run on a server and not a workstation.

4+ irda— This service is the Infrared TTY manager. Infrared is rarely used on a
UNIX workstation, so this should be disabled.

4+ mysqld and postgresql — This service provides SQL database services.
Usually, SQL databases are run on servers and not workstations.

4+ named — This service is the BIND name server used when running a Domain
Name Service (DNS). This service will allow the host to resolve domain names
into IP addresses. It is unusual for this service to be running on a workstation.
DNS has important security concerns and needs to be configured and main-
tained carefully.

-

~Cross- '\ DNS is covered in detail in Chapter 9.

| Reference \;
||__,_.a--"'"'_r.r.

4+ nscd — This service provides password and group lookup services for use
with network authentication such as that used in Lightweight Directory
Access Protocol (LDAP).

4+ ntpd — Network Time Protocol (NTP) time synchronization services. If time
synchronization is important, the network administrator should set up a local
server to reduce the security risk.

4+ netfs — This service mounts NFS file systems.

4+ RIP —Routers use Route IP Protocol (RIP) to pass routing information. It is
unlikely that the UNIX workstation is acting as a router, so this should be
disabled.

4+ sendmail — This service is a mail transport agent that allows users to send
mail from the workstation. Normally, the network administrator will set up
one mail server to service many users and workstations. If the workstation
must run its own mail server, consider using gmail or postfix, which are more
secure.

4 smb — This service runs the smbd and nmbd SAMBA daemons, which allow
the sharing of files with Microsoft Windows platforms.

4+ snmpd — Runs the supporting daemon for the Simple Network Management
Protocol. Unless absolutely needed, this service should be disabled due to
past and present security issues.
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Detecting services

Because the system administrator should disable unneeded processes, he or she
must be able to detect and manage these services. Three good applications for this
are ps, netstat, and nmap.

The ps command

This process gives a snapshot of the current processes running. The ps command
will need to be run as root to pick up all the processes on the workstation.
Following is a shortened output from ps:

# ps -aux

USER PID %CPU %MEM  VSZ RSS TTY STAT START  TIME COMMAND
root 1 0.2 0.0 1376 4407 S 19:44  0:04 init [3]
root 2 0.0 0.0 0 07? SW 19:44  0:00 [keventd]
root 9 0.0 0.0 0 07 SW  19:44  0:00 [bdflush]
root 5 0.0 0.0 0 07? SW 19:44  0:00 [kswapd]
root 217 0.0 0.0 0 07 SW 19:45 0:00 [kjournald]
root 278 0.0 0.0 0 07 SW 19:45 0:00 [knodemgrd]
root 498 0.0 0.0 1440 508 ? S 19:45  0:00 syslogd -m
0

root 502 0.0 O. 1372 424 ? S 19:45  0:00 klogd -x
root 558 0.0 0.0 1496 480 ? S 19:45  0:00
/sbin/cardmgr

root 623 0.0 0.1 3508 1132 ? S 19:45  0:00
/usr/sbin/sshd

root 790 0.0 0.0 2264 440 ? S 19:46  0:00 login -
root

root 791 0.0 0.0 1348 56 tty? S 19:46  0:00
/sbin/mingetty tty2

root 796 0.0 0.0 4340 352 ttyl S 19:47  0:00 -bash

root 1637 0.0 0.0 2832 888 pts/2 R 20:18 0:00 ps -aux

The netstat command
The netstat command prints all of the following:
4 Network connections
4+ Routing tables
4+ Interface statistics
4 Masquerade connections
4 Multicast memberships
netstat can display a list of open sockets identified either by their port number or
by the service assigned to that port as listed in /etc/services. If you don’t specify

any address families, the active sockets of all configured address families will be
printed.
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Knowing what ports are open on the workstation and accessible from the network
is important to operating UNIX safely. The administrator should recognize every
open port and understand the need for the application that is using that port. If the
administrator does not recognize the port or service, he or she must track down
the service and understand why that service needs to be running on that particular
workstation.

Following is a sample listing of open ports and sockets used as reported by netstat.
Note that the -p option provides the application that is responsible for the open
port. Knowing the application is important in tracking down and closing ports.

# netstat -ap
Active Internet connections (servers and established)

Proto Recv-Q Send-Q Local Address Foreign Address State PID
/Program name

tep 0 0 *:ssh ok LISTEN 559
/sshd

tcp 0 0 localhost.localdoma:ipp *:* LISTEN 584
/cupsd

udp 0 0 *:bootpc *k 474
/dhclient

udp 0 0 *:631 *k 584
/cupsd

Active UNIX domain sockets (servers and established)

Proto RefCnt Flags Type State I-Node Path

unix 2 [ ACC 1 STREAM LISTENING 1209  /tmp/.font-unix/fs7100
unix 2 [ ACC 1 STREAM LISTENING 1343 /tmp/.X11-unix/X0

unix 2 [ ACC 1 STREAM LISTENING 1368  /tmp/ssh-
XXobUrxB/agent.808

unix 2 [ ACC 1 STREAM LISTENING 1835  /tmp/.ICE-unix/dcop877-
1086703459

unix 2 [ ACC 1 STREAM LISTENING 1960  /tmp/mcop-root/m_r_tmp-
037e

unix 7 [ 1] DGRAM 956 /dev/Tog

unix 2 [ ACC 1 STREAM LISTENING 2005  /tmp/.ICE-unix/906

Note that this powerful tool will also provide the current routing table. Following is
router table information provided by netstat:

# netstat -r
Kernel IP routing table

Destination Gateway Genmask Flags MSS Window irtt
Iface

192.168.123.0 * 255.255.255.0 U 00 0
eth0

169.254.0.0 * 255.255.0.0 U 00 0
eth0

127.0.0.0 * 255.0.0.0 U 00 0
1o

default pix 0.0.0.0 UG 00 0 ethO
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The nmap command

nmap is a very good port scanner that ships with many UNIX distributions and is
available for all. nmap is designed to allow system administrators to scan hosts to
determine what services are running. nmap supports a large number of scanning
techniques, such as the following:

+ UDP

4+ TCP connect()

4+ TCP SYN (half open)
4+ ftp proxy (bounce attack)
4 Reverse-ident

4+ ICMP (ping sweep)
+ FIN

4+ ACK sweep

4+ Xmas Tree

4+ SYN sweep

4 [P Protocol

4 Null scan

The following shows the output of two nmap scans of a Linux host. nmap can be
run over the network or against the host that it resides on, as in these scans.

The -sT option tells nmap to run a TCP Connect scan, therefore, nmap will attempt
to connect to every port to determine the service running on that port. The first
scan is against the host’s external interface. The second scan of the localhost inter-
face avoids the iptables (firewall) filtering that protects the host. Notice that port
631 is being blocked by iptables. iptables is discussed in detail in the “Hardening
UNIX” section of this chapter.

## nmap -sT 192.168.1.5

Starting nmap V. 3.00 ( www.insecure.org/nmap/ )

Interesting ports on (192.168.1.5):

(The 1600 ports scanned but not shown below are in state: closed)
Port State Service

22/tcp open ssh

Nmap run completed -- 1 IP address (1 host up) scanned in 5 seconds

# nmap -sT localhost

Starting nmap V. 3.00 ( www.insecure.org/nmap/ )

Interesting ports on localhost.localdomain (127.0.0.1):

(The 1599 ports scanned but not shown below are in state: closed)
Port State Service

22/tcp open ssh

631/tcp open ipp

Nmap run completed -- 1 IP address (1 host up) scanned in 1 second
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Processes controlling processes

Beyond knowing what processes are running, the system administrator must be
able to schedule the proper services to run at the proper time. UNIX provides four
means of controlling processes: inti, xinetd (inetd), chkconfig, and service.

The init process

After the UNIX kernel boots, it will place the operating system into one of several
runlevels. The runlevel will determine which processes and services are started
(or stopped). The following describes the seven runlevels in Linux:

4 Runlevel — This is the shutdown state. When a system is properly shut down,
it is transitioned into this runlevel. During that transition, certain processes
or services will be killed (stopped), as defined in the /etc/rc.d/rc0.d directory.

4 Runlevel 1—This is the single-user mode. The system has one session (the
command prompt) and the user is always root. This state is typically used to
troubleshoot the workstation or when conducting backups. Some administra-
tors might prefer to pass through this runlevel when starting up and shutting
down the workstation. The processes started and stopped in runlevel 1 are
governed by the files in the /etc/rc.d/rc1.d directory.

4 Runlevel 2 —This is multi-user mode without networking. This state is rarely
used. The processes started and stopped in runlevel 2 are governed by the
files in the /etc/rc.d/rc2.d directory.

4 Runlevel 3 — This is multi-user mode with networking. This is the normal
state to which the system will boot. Some systems are configured to boot
directly into Xwindows (runlevel 6). The processes started and stopped in
runlevel 3 are governed by the files in the /etc/rc.d/rc3.d directory.

4 Runlevel 4 — This is unused on many versions of UNIX. The processes started
and stopped in runlevel 4 are governed by the files in the /etc/rc.d/rc4.d
directory.

4 Runlevel 5— This is typically the XWindows mode. Systems are sometimes
configured to boot into this state. Otherwise, this runlevel is entered by
starting XWindows (startx) from runlevel 2 or 3. The processes started and
stopped in runlevel 5 are governed by the files in the /etc/rc.d/rc5.d directory.

4 Runlevel 6 — This is the reboot state. When reboot or a similar command is
issued, the system transitions into this runlevel. The processes started and
stopped in runlevel 6 are governed by the files in the /etc/rc.d/rc6.d directory.
All of the files in this directory are set to either kill processes or to start pro-
cesses, which will in turn kill all other processes and force the reboot.

The scripts in the /etc/rc.d/rc<runlevel>.d directories begin with an S to start a
process or with a K to shut down (kill) a process. The numbers following the letters
(S or K) determine the order of execution from lowest to highest.

When UNIX boots, the kernel executes /sbin/init, which starts all other processes.
The init process determines which runlevel to load by reading the /etc/inittab file.
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For example, the kernel will boot into the runlevel in the initdefault line in the
/etc/inittab file, such as follows:

id:5:initdefault:
In this case, the default is runlevel 5, or XWindows.

The /etc/inittab file describes which processes are started at bootup and during
normal operation (for example, /etc/init.d/boot, /etc/init.d/rc, gettys...). init distin-
guishes multiple runlevels, each of which can have its own set of processes that are
started. Valid runlevels are 0 through 6 plus A, B, and C for on-demand entries. An
entry in the inittab file has the following format:

id:runlevels:action:process

An important security feature that can be controlled by init is the process that runs
when a user simultaneously presses the three keys Ctrl+Alt+Delete. The system
administrator may need to limit a non-root user’s ability to shut down a key server.
The following line in the /etc/inittab file will set the Ctrl+Alt+Del interrupt to run the
exit process. This would log off the user but would not reboot the machine.

ca::ctrlaltdel:/sbin/shutdown -nh now

Use the command ps -aux to view all process on your machine.

The xinetd process

The xinetd process (inetd on some platforms) is a service that starts other services
on demand. It only runs the daemon when a connection request is made for the par-
ticular service. A simple configuration file identifying the port and the service to
run is put in the /etc/xinetd/ directory. The following is a listing off one of these
configuration files for the POP3 service:

#f cat /etc/xinetd.d/ipop3

#f default: off

## description: The POP3 service allows remote users to access their mail \
1 using an POP3 client such as Netscape Communicator, mutt, \
1 or fetchmail.

service pop3

{

socket_type = stream

wait = no

user = root

server = /usr/sbin/ipop3d

log_on_success += HOST DURATION
log_on_failure += HOST
disable = yes
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Of particular interest is the last line of the configuration, disable = yes. This will
prevent xinitd from responding to a request on the POP3 port. To enable POP3, the
yes is changed to no.

Note that the port for POP3 is not provided in the preceding configuration file.
When the port is not designated, xinetd uses the port listed in the /etc/services file,
as follows:

# grep pop3 /etc/services

pop3 110/tcp pop-3 # POP version 3
pop3 110/udp pop-3

pop3s 995/tcp # POP-3 over SSL
pop3s 995/udp # POP-3 over SSL

Because the services controlled by xinetd are on demand, they will not run until the
associated port is hit from the network. Assuming that the POP3 service is enabled
(disable = no in the configuration file), you will see the open port in the following
(shortened) netstat output:

# netstat -ap

Active Internet connections (servers and established)

Proto Recv-Q Send-Q Local Address Foreign Address State PID/Program
name

tep 0 0 *:pop3 o LISTEN 2295/xinetd

However, when you look at the ps output, you do not see pop3 running because the
port has not yet been hit from the network.

# ps -aux | grep pop3
root 2307 0.0 0.0 3568 624 pts/2 S 07:44  0:00 grep pop3

The xinetd process can control processes in numerous ways. There are means for
special logging and controlling of the services. There are several ways to lower the
risk of a denial-of-service (DoS) attack.

{ Note The man pages for xinetd.conf provide a detailed listing of these options.

The chkconfig command

chkconfig provides a command-line tool for maintaining the /etc/rc[0-6].d directory
hierarchy. This is a big aid to the system administrators who would otherwise have
to directly manipulate the numerous symbolic links in those directories.
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The tool manipulates services in the following manner:

4+ Add a new service for management — chkconfig will ensure that the sym-
bolic links are in the proper directories.

4+ Remove services from management — The symbolic links are removed.

4 List the current startup information for services — chkconfig gives a very
readable status of what services will run in which runlevels. This is conve-
nient for the system administrator, who would otherwise have to scrutinize
symbolic links to determine what will run.

4+ Change the startup information for services — chkconfig can add symbolic
links to start or stop services for particular run levels.

4 Check if a particular service is to be run at a certain runlevel —This feature
differs from the previous listings in that no output is provided. Instead,
chkconfig returns TRUE or FALSE for use in a batch shell script.

Following are a few lines from the output of chkconfig showing which services are
schedulted to be run at each of the runlevels:

# chkconfig --1ist

postgresql O:off l:off  2:0ff 3:off 4:off 5:0ff 6:0ff
squid O0:off 1l:off 2:0ff 3:0ff 4:0ff 5:0ff 6:0ff
vmware 0:off l:off 2:0ff 3:0ff  4:0ff 5:o0ff 6:0ff
rclocal 0:o0ff 1:0ff 2:0ff  3:on 4:0n 5:0n 6:0ff
network 0:off l:off 2:on 3:0n 4:0n 5:on 6:0ff
syslog O0:0ff 1:0ff 2:0n 3:0n 4:on 5:0n 6:0ff
random 0:o0ff 1:0ff 2:0n 3:o0n 4:0n 5:0n 6:0ff
pcmcia O0:off 1l:off 2:o0n 3:on 4:on 5:0n 6:0ff
rawdevices 0:off l:off 2:0ff 3:o0n 4:0n 5:on 6:0ff

The following shows a few of the symbolic links in the /etc/rc.d/rc3.d/ directory
(runlevel 3). It is evident that the format from chkconfig is much more convient and
informative than listing all the directories.

K15postgresql -> ../init.d/postgresql*
K2bsquid -> ../init.d/squid*

KO8vmware -> ../init.d/vmware*
S05rclocal -> ../init.d/rclocal*
S10network -> ../init.d/network*
S12syslog -> ../init.d/syslog*
S20random -> ../init.d/random*
S24pcmcia -> ../init.d/pcmcia*
Sherawdevices -> ../init.d/rawdevices*
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The service command

The service command can affect the running of a process or report on the pro-
cess’s status. The service function essentially runs the process through the init.d
scripts found in the /etc/init.d/ directory. According to convention, these scripts
take the following options:

4+ start—Force a start of the process, regardless of the current runlevel.
4+ stop—Force a stop of the process and clean up as appropriate.

4 restart— Stop and then start the process.

4+ condrestart —Process-dependent, but usually the same as restart.

4 status — Process dependently print some information about the process. For
example, in the case of iptables, the current rules are listed.

With the --status-all option, the tool lists the status of every service that is in
the /etc/rc.d/init.d/ directory. In addition to whether the service is running, other
pertinent information is displayed. Following is a shortened display of currently
running processes:

# service --status-all
anacron is stopped

apmd is stopped

atd is stopped
Configured Mount Points:

crond is stopped

gpm is stopped

httpd is stopped

sshd (pid 638) is running...
syslogd (pid 528) is running...
klogd (pid 532) is running...
tux is stopped

winbindd is stopped

xfs (pid 817) is running...
xinetd is stopped

Controlling users

In addition to contolling processes, it is necessary to have controls over the users
of the UNIX workstation. This consists of controlling the user’s access to files and
their ability to run processes. The UNIX file permission scheme determines what
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access a user will have to any given file. Controlling a user’s access to processes
mostly concerns controlling root access.

File permissions

UNIX design expects individual users to log in to workstations with their own

user IDs and passwords. The file permissions method used is predicated on classi-
fying the user into one of three categories. Each file in UNIX is then flagged with
certain permissions based on the category of the user. The individual login is
required to properly place a user in the categories. A user will belong to each of
these categories:

4+ World — Every user is a member of this category. Permissions granted to the
world would be granted to any user on the UNIX workstation.

4 Group —Every user should be a member of at least one group. Permissions
granted to the group are granted to all the individual users in that group.

4+ Owner —Every user will own (create) some files. The permissions granted to
the owner apply to the user who is the file creator. File ownership can also be
changed after creation.

Passwords and user information are stored in the /etc/passwd file. If shadow pass-
words are used, the passwords are stored in the /etc/shadow file. Group member-
ship is stored in /etc/group. A user may be in more than one group. Only the
administrator can create new groups or add and delete group members.

Figure 5-1 provides a sample listing of assigned file permissions.

Field 1: a set of ten permission flags.

Field 2: link count (don't worry about this)

Field 3: owner of the file

Field 4: associated group for the file

Field 5: size in bytes

Field 6-8: date of last modification (format varies, but always 3 fields)

Field 9: name of file (possibly with path, depending on how Is was called)

Figure 5-1: UNIX file permissions

Now that the users are categorized as World, Group, and Owner, you need to put
flags on each file to correspond to the user category. The flags may also be used for
more than just permissions. The permission flags are read left to right, as shown in
Table 5-1.
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Table 5-1
File Permission Flags
Position Permission or Type
1 Not a permission, the first flag is the file type, d if a directory, - if a
normal file, ¢ or b for special devices
2,34 Read, write, execute permission for Owner of the file
5,6,7 Read, write, execute permission for members of the Group assigned
to the file
8,9,10 Read, write, execute permission for the World (any user)

A dash (-) in any position means that a flag is not set. The flags of r, w, and x are
shorthands for read, write, and executable. When an s is in place of an X, it means
the User ID (UID) bit is on. When a ¢ is in place of an x the sticky bit is set. The
sticky bit is used to protect the renaming or removal of files in a directory. If the
owner of a directory sets its sticky bit, the only people who can rename or
remove any file in that directory are the file’s owner, the directory’s owner, and
the superuser.

If a world or group user can execute the file while the UID bit is on, the execution
will run as though the owner is running the file. Any permissions or access granted
to the owner is thus applied to that execution. There are some security concerns
when creating an executable or script that has the UID bit set. All the normal access
permissions that UNIX provides to limit a user might be circumvented if the user
can execute a file owned by root with the UID bit set.

For a directory, the setgid flag means that all files created inside that directory will
inherit the directory’s group. Without this flag, a file assumes the primary group

of the user creating the file. This property is important to people trying to maintain
a directory as group accessible. The subdirectories also inherit the set-groupID

property.

The sticky bit is used to ensure that users do not overwrite each other’s files.
When the sticky bit ¢ is set for a directory, users can only remove or rename files
that they own.

To read a file, you need execute access to the directory it is in and read access to
the file itself. To write a file, you need execute access to the directory and write
access to the file. To create new files or delete files, you need write access to the
directory. You also need execute access to all parent directories back to the root.
Group access will break if a parent directory is made completely private.
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When a new file or directory is created, the file permissions will be set to the umask
that is set in the user’s environment. Because this is a mask, use XOR to determine
the file permissions to be set. Typically, the default configuration is equivalent to
typing umask 22, which produces permissions of -rw-r--r-- for regular files, or
drwxr-xr-x for directories. This can lead to giving read access to files such as
saved e-mail in your home directory, which is generally not desireable.

Care must be taken when assigning a group or changing the group access on a file

or directory. The /etc/group file should be checked to ensure that only the intended
users are given access. Consider, also, that the administrator may change the group
membership at a later date, giving more persons access to files assigned to a group.

Set UID

Normally, when a user executes a program, it is run with the user or group ID
(U/GID) and the program has the same privileges and access as the user or group.
The program can access the same resources permitted to the user or group. Any
files created by the process are owned by the user.

However, there are times when the processes executed on the user’s behalf need to
have root privileges, not user privileges. A typical example is the mount process,
which calls the kernel to mount file systems.

A process or program has the privileges of the owner of the program (as opposed
to the user) when the set UID (SUID) flag is set on the program’s file permissions. As
a security measure, only root is permitted to set the UID flag.

The following series of commands demonstrates the setting of the Set UID flag on
an executable. First, you see from the long listing of the file that the permissions are
set to rwx r-x r-x and no set UID flag is set.

# 1s -1 fake_exe
SPWXP-XP-X 1 root root 0 Jun 13 12:25 fake_exe

Now the mode is changed to set the UID flag. You then see from another long listing
that the chmod command has set the UID flag and the file permissions are now rws
r-s r-x.

# chmod +s fake_exe

# 1s -1 fake_exe
SPWSr-Sr-x 1 root root 0 Jun 13 12:25 fake_exe

The ability of a user to run a process with root powers is a definite security con-
cern. System administrators should keep track of all applications with the UID flag
set. Programs that set the UID to root are a potential avenue for users or attackers
to gain root access. Table 5-2 shows a search of all files on a UNIX workstation that
has the UID, GID, and sticky bit set.
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Table 5-2
UID, GID, and Sticky Bits

Files with UID Flag Set Files with GID Flag Set

Files with Sticky Bit Set

# find / -perm +4000 # find / -perm +2000

/usr/bin/chage /tmp/app
/usr/bin/gpasswd /usr/bin/wall

/usr/bin/chfn /usr/bin/write
/usr/bin/chsh /usr/bin/lockfile
/usr/bin/newgrp /usr/bin/slocate
/usr/bin/passwd /usr/bin/kdesud
/usr/bin/at /usr/sbin/lockdev
/usr/bin/rcp /usr/sbin/sendmail.sendmail
/usr/bin/rlogin /usr/sbin/utempter
/usr/bin/rsh /usr/sbin/gnome-pty-helper
/usr/bin/sudo /usr/sbin/postdrop
/usr/bin/crontab /usr/sbin/postqueue
/usr/bin/Ippasswd /sbin/netreport
/usr/bin/desktop-create-kmenu

/usr/bin/kcheckpass

/usr/lib/news/bin/inndstart
/usr/lib/news/bin/rnews
/usr/lib/news/bin/startinnfeed
/usr/libexec/openssh/ssh-keysign
/usr/sbin/ping6
/usr/sbin/traceroute6
/usr/sbin/usernetctl
/usr/sbin/userhelper
/usr/sbin/userisdnctl
/usr/sbin/traceroute
/usr/sbin/suexec
/usr/X11R6/bin/XFree86
/bin/ping

/bin/mount

/bin/umount

/bin/su
/sbin/pam_timestamp_check
/sbin/pwdb_chkpwd
/sbin/unix_chkpwd

# find / -perm +1000

Read, write, execute
permission for Owner of
the file/dev/shm
/var/lib/texmf

/var/tmp
/var/run/vmware
/var/spool/vbox
/var/spool/samba
/var/spool/cups/tmp

To minimize the risk of a program with the UID flag set, the system administrator
should decide if non-root users need to run the program. For example, a case can
be made that normal users do not need to test network connects using applications

such as ping and traceroute.
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Chroot

The chroot command runs a service with an alternative root directory. For exam-
ple, if the DNS bind service was launched with chroot under the alternative direc-
tory of /opt/dns/, when the bind process refers to the / directory, it will really be
accessing the /opt/dns/ directory. The bind configuration file, normally at
/var/named.conf will need to be copied to /opt/dns/var/named.conf. The same is
true for all files (libraries, executables, and data) that bind will need to run.

The security gains are well worth the effort of setting up the alternative root direc-
tory. Now, if compromised, the service will only have at risk the files in the alterna-
tive root directory and all subdirectories. The service cannot “see” above the
alternate root directory and neither will the attacker. This can be a huge security
advantage, because only the minimal number of supporting files needs to be put in
the alternative root directory tree to support the service. This limits the data that
the attacker has access to. Also, if the service is compromised, the attacker is less
likely to be able to spread the attack to other services on the host.

The service is launched by chroot with the following command:
chroot <alternative root directory> <service with command line options>

The alternative root directory setup is not trivial. Any supporting file that the ser-
vice will need must be copied into the new data structure. This may include a
reduced /bin, /usr/lib, and /usr/local, among others.

Root access

Recall from earlier discussions on the kernel that UNIX has only two modes: super-
visor (root) and normal (user). In this scheme, root has complete control and
access over the entire workstation. For the user, on the other hand, not only is their
access restricted, but if a user-run application attempts to access memory that is
restricted to root access, a segmentation fault will occur stopping the attempt.

It should, therefore, be obvious that attacks on a UNIX workstation focus around
getting root access. To reduce the risk to the workstation, system administrators
should be reluctant to provide root access to users. Following are some of the
problems that can arise if a normal user has root access:

4+ Users with root access can change the configuration of the workstation and
potentially alter the security controls that the system administrator put in
place. For example, a particular service may have been set up to only run in
an alternative root directory with chroot. If a user unknowingly launches the
service from the command line, this chroot protection will be lost.

4+ Users may launch services that open the workstation up to potential attacks.
For example, Web servers are high-visibility targets and require significant
hardening and configuration to be secure. The typical user will not apply the
needed level of security for their locally run web server.
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4+ Simple mistakes made by the user can be magnified. Every administrator at
one time or another has lost track of the directory they were in and inadver-
tently run the following command: rm -rf *. This, if you don’t recognize it, will
delete every (non-hidden) file in the current directory and recursively into
all subdirectories, without question. Generally, administrators learn these
lessons early on and such control (power) is safe in their hands. However, this
may not be the case for the average user. This example is the very kind of
thing that can be minimized if the user is logged in as other than root. The
user can still do a lot of damage, but it is usually self-inflicted and probably
will not delete files owned and controlled by root.

Several steps can be taken to limit the use of the root account on a UNIX worksta-
tion. The following lists a couple of the key steps:

4+ Limit access to the workstation directly as root— All users should be required
to log in to the workstation under their limited privilege user account and then
su to root if they need to do root-level activities. This can be done by setting the
root login shell to /sbin/noTlogin in the /etc/passwd file. The su command is
sometimes referred to as the super user command because it allows a normal
user to assume root-level privileges, assuming that the proper root password is
provided.

4+ Limit remote access to the workstation by root— Services that permit remote
login, such as sshd, should be configured not to allow root. The system admin-
istrator will have to log in as a normal user and then su to root. Each service
has its own configuration method, but in the case of sshd, root access is con-
trolled by adding the line PermitRootLogin no to the /etc/ssh/sshd_config file.

Denying root the ability to log in directly to the UNIX workstation has some impor-
tant effects from a security perpective, as follows:

4+ The activity conducted by root can be attributed to an individual. The logs on
the workstation will log the normal user’s login and their transition to root via
su. Should a problem arise from the activity, an individual can be queried to
account for the changes made.

4+ If the root password is compromised and acquired by a normal user, they will
not be able to use it to log in directly as root.

4 Because any user must su to root to perform root-level activities, limiting the
users that can run su can add a layer of protection. This is done by controlling
which users are in the wheel group in the /etc/group file, because only these
users are permitted to su to root. So, even if a normal user acquires the root
password, they can be prevented from getting root access, through the su
command, by not being put into the wheel group.

The protections discussed so far —limit root’s direct access and control which
users are in the wheel group — add significant security to the workstation. But
these security gains can be reduced if every user is added to the wheel group
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- Cross-

(granting every user the ability to su to root). This can easily happen if the average
user needs to perform a relatively trivial root activity. A good example of this is
mounting a cdrom or floppy. Because of one activity (mounting), all users might be
given root-level access (put into the wheel group). This is obviously a security risk.
The solution to this problem is the sudo command.

The sudo command allows normal users to execute certain commands that would
normally be limited to root. In the case of mounting a floppy, the command would
be as follows:

sudo mount /dev/fd0 /mnt/floppy

Now certain users will be able to execute a limited number of root-level commands.
The system administrator controls which users and which commands can be run
by sudo through the configuration file /etc/sudoers.

Encryption and certificates

The defense-in-depth strategy toward security requires system administrators to
take every possible action to improve security. One significant improvement to
security can be obtained by widespread use of encryption. With respect to the
UNIX workstation, the following are security advantages to be gained:

+ If a workstation gets compromised and taken over by an attacker, previously
encrypted files are likely to be protected. This assumes that passphrases used
to encrypt the data are kept in the users’ memory and not on the workstation.

4+ By encrypting traffic on the local area network (LAN), the risk of being
attacked from a local source is greatly reduced. Many organizations consider
their biggest security feature to be the firewall between the LAN and the
Internet. Hower, other workstations on the LAN also pose a significant threat.
For example, if the LAN is hubbed, any workstation can listen in on all instant
messaging to and from another worksation. Even if the network is switched
there are readily available tools, such as ettercap, that can monitor all traffic
in and out of a workstation.

4 Much of the traffic that travels over the Internet, such as e-mail or FTP, is in
the clear or unencrypted. The only protection afforded to this traffic is secu-
rity through obscurity. In other words, the telnet, e-mail, and FTP traffic can
be read in many places as the traffic is routed, but who would want to? Most
users would not find this level of security very comforting.

2\ Encryption is covered in detail in Chapter 14.

| Reference \;

=

—

Like most things in life, the decision to use encryption is based on a cost-benefit
analysis. The benefits are huge. Because encryption is getting easier to implement
the cost is certainly being reduced. It is now reasonable for an organization to
encrypt all telnet, e-mail, and FTP traffic.
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GNU Privacy Guard

GNU Privacy Guard (GPQ) is a UNIX implimentation of the popular and robust
Pretty Good Privacy (PGP) encryption program by Phil Zimmerman. Files
encrypted by one can be decrypted by the other (and vice versa). GPG is free and
available for all versions of UNIX.

GPG is most commonly used to encrypt files and e-mail messages. E-mail clients,
such as Evolution, integrate well with GPG. If an e-mail client does not support GPG
integration, the messages must be saved as a file before decrypting.

GPG uses the public-key method of encrypting data. Public-key encryption (also
called asymmetric encryption) involves a pair of keys —a public key and a private
key —associated with the user. A user’s public key can be widely distributed and
used to encrypt a file or message being sent to the user. The user then uses his or
her private key and a passphrase to decrypt the file or message. In simple terms, a
file encrypted with the public key can only be decrypted with the private key, and
vice versa.

In addition to encrypting files and messages, GPG can be used to sign an e-mail
message. A signed message allows the recipient to verify the sender. The recipient
can verify that the message was signed with the sender’s private key.

Users must protect their passphrase and private key. Both are needed to decrypt a
file or message. If a user’s private key is stolen, an attacker could attempt a brute
force attack on encrypted data. Therefore, a strong (hard-to-guess) passphrase is
also important. If someone obtains a user’s private key and passphrase, the person
would be able to impersonate the user in e-mail traffic.

The Secure Shell program

The Secure Shell (ssh) program supports logging into and executing commands on
a remote machine. It is intended to replace rlogin and rsh and provide secure
encrypted communications over a network. XWindows connections and TCP/IP
ports can also be forwarded over the secure channel.

The ssh application uses public-private key technology to exchange a session key.
All the ssh traffic is then encrypted with the session key.

The ssh application can be used to forward ports through the secure tunnel. The fol-
lowing is an example of using ssh to secure the transfer of e-mail to and from a mail
server. The command is shown spanning multiple lines, to aid in this discussion.

ssh -1 userl \
-L 110:smtp.somedomain.org:110 \
-L 25:smtp.somedomain.org:25 \
smtp.somedomain.org
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The first part of the command calls ssh with a -1 (ell) option that gives the user
name to be used to log into the mail server. The next option, - L, designates that
port 110 on the local host should be forwarded to the POP3 port 110 on the
smtp.somedomain.org. This means that to retrieve e-mail with the POP protocol
from the remote host, the user only needs to retrieve e-mail from the local 110 port.
In a similar manner, the SMTP port 25 is also forwarded. And, finally, the host to
which the ssh session connects is given.

The scp command copies files between hosts on a network. This command uses
ssh for data transfer, and uses the same authentication and provides the same secu-
rity as ssh. The user’s password is required for scp. The syntax for scp is as follows:

scp  -r smpt.somedomain.org:/var/spool/mail/userl /tmp

In this example, scp copies the mail box of userl from the host smtp.somedomain.
org to the local directory of /tmp.

Hardening UNIX

Any workstation connected to a network needs to be hardened against attack.
Following are some general principles that should be applied when hardening a
system:

4+ Assume that default installations of any distribution will be inherently unsafe
until hardened.

4+ Limit software, processes, and access to the minimum needed to perform the
mission of the workstation.

4+ Use more secure alternatives to insecure services (such as using ssh instead
of telnet).

4+ Keep current with security patches and upgrades for software packages.

4+ Use iptables to back up the hardening of the workstation.

Configuration items
Hardening an operating system usually consists of many small steps. Here are some

that apply to UNIX workstations:

4+ Run high-visability services accessed from the network as chroot, if possible.
Recall the earlier discussion on chroot. Good candidate services are Domain
Name Server (DNS) and Web servers.

4 Disable unneeded services.
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4+ Remove unneeded software packages.
4 Run iptables to filter traffic coming in from the network.

4+ Set nosuid, noexec, nodev in /etc/fstab on ext2 partions, such as /tmp, that are
accessable by everyone. This reduces the risk of a Trojan horse attack.

4+ Use strong passwords. In a nutshell, a strong password is not based on com-
mon words and cannot be cracked with a brute force attack (in a reasonable
amount of time).

4+ Enable password shadowing.
4+ Configure /etc/login.defs. Among other things, the following can be set:
e PASS_MAX_DAYS — Maximum number of days a password may be used.

e PASS_MIN_DAYS — Minimum number of days allowed between password
changes.

e PASS_MIN_LEN — Minimum acceptable password length.

e PASS_WARN_AGE — Number of days warning given before a password
expires.

4+ Add a wheel group to designate which users are allowed to su to root.
4+ Disable root logins and have administrators use su to get root access.
4+ Limit TTY and root access in /etc/security/access.conf.

4 Set limits in /etc/security/limits.conf. Limits can be assigned to individual
users or by groups. Items that can be limited include the following:

e core — Limits the core file size (KB)

¢ data— Maximum data size (KB)

¢ fsize— Maximum filesize (KB)

¢ memlock —Maximum locked-in-memory address space (KB)
¢ nofile— Maximum number of open files

¢ rss— Maximum resident set size (KB)

¢ stack— Maximum stack size (KB)

¢ cpu— Maximum CPU time (MIN)

e nproc — Maximum number of processes

¢ as— Address space limit

¢ maxlogins — Maximum number of logins for this user
e priority — The priority to run user process with

¢ Jocks —Maximum number of file locks the user can hold
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4+ Disable root and anonymous FTP access in /etc/ftpusers.

4+ Protect log files by limiting access to root. Log files are an important means to
detect and counter an attack. The early stages of an attack often deal with
deleting and disabling logging. Consider setting up a loghost and have critical
systems send their logs to a central log server for greater protection and
monitoring.

4+ Consider burning operating system and services on a CD and boot from that
CD. This is only practical for stable non-changing servers.

4+ Disable remote X by adding --nolisten tcp tothe X command line (usually
startx).

4 Train system administrators and users on security issues and attack
prevention.

TCP wrapper

TCP wrapper can be a powerful tool for the system administrator to minimize the
risk of an attack. Here is how www. cert.org describes this tool.

Servers on UNIX systems usually either provide their services via the TCP/IP
protocol stack to everyone or no one. In addition to this conceptual weak-
ness, logging of connections is minimal and does not include, for example,
source or timestamp. Connection attempts can be an early warning signal that
a site is under attack so you want to capture as much information as possible.

Tcpd, the program implementing the tcp wrapper, was developed as a result
of an actual attack. It provides (1) some level of access control based on the
source and destination of the connection request and (2) logging for success-
ful and unsuccessful connections. tcp wrapper starts a filter program before
the requested server process is started, assuming the connection request is
permitted by the access control lists. All messages about connections and
connection attempts are logged via syslogd.

Checking strong passwords

To protect the network from attacks, a system administrator can verify that stong
passwords are in place. What defines a strong password is discussed in detail in
Chapter 3. The most effective way to test passwords is to run a password-cracking
program against the workstation.

A number of good password-cracking applications are easily acquired. The site
www.redhat.comreports on the following password crackers:

4+ John The Ripper— A fast and flexible password-cracking program. It allows
the use of multiple word lists and is capable of brute-force password cracking.
It is available at www.openwall.com/john/.
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4 Crack —Perhaps the most well-known password-cracking software, Crack is
also very fast, though not as easy to use as John The Ripper. It can be found at
www.users.dircon.co.uk/~crypto/index.html.

4 Slurpie — Slurpie is similar to John The Ripper and Crack except it is designed
to run on multiple computers simultaneously, creating a distributed pass-
word-cracking attack. It can be found along with a number of other distributed
attack security evaluation tools at www.ussrback.com/distributed.htm.

Packet filtering with iptables

As the last line of defense against an attack from the network, the UNIX workstation
can run a host-based firewall, such as iptables. iptables is a packet filter that works
off rules controlling packets on the input, output, and when they are forwarded
through the interfaces.

A packet filter such as iptables will examine the header of packets as they pass
through and process the packet in one of three ways, as follows:

4+ Deny the packet—Discard the packet with no trace of having received it.
4 Accept the packet —Let the packet go through.

4+ Reject the packet— Similar to deny, but the sender is notified that the packet
was rejected.

Although iptables is a fully functional firewall, its use is discussed here as a host-
based or personal firewall. The use of iptables as a network firewall is discussed in
Chapter 13. The typical iptables configuration for a UNIX workstation is as follows:

4+ Allow all network-bound traffic to leave the workstation. Generally, outbound
traffic does not pose a threat to the workstation itself. It may be advisable to
limit outbound traffic to prevent the spread of viruses and worms. Unfortunately,
these often function similarly to how a user might (sending e-mail, for example)
and are, therefore, difficult to block on the outbound path.

4 Block all incoming traffic that is not specifically allowed. With only a few
exceptions, the world (everyone coming in from the network) does not have a
need to reach ports on the workstation.

4+ Explicitly open individual ports (services) that are needed from the network.
On a UNIX workstation, this is usually just ssh (port 22) for remote access, but
even that may not be needed. Other typical services that might be allowed are
usually on dedicated servers, such as HTTP Web service (port 80), FTP file
transfer (port 21), and SMTP e-mail (port 25).

The second configuration item in the preceding list (“block all incoming traffic”) is
the key defense-in-depth backup to other security preparations taken on the UNIX
workstations. Unneeded services should not be running, but if they are, they can

still be blocked from use by the network with iptables. Unneeded software should
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not be available on the workstation, but if it is found and launched as a service by
an attacker, it can still be blocked by iptables.

Summary

UNIX is a very powerful operating system that can be either very secure or very
vulnerable, depending on how it is configured and operated. Some factors that
make UNIX a good operating system for security are as follows:

4+ The source code for the operation system is available for scrutiny and analysis.
This can lead to fewer vulnerabilities in the operating system and applications
running in UNIX. In the case of some open source operating systems, such as
Linux, the user community can fix flaws in the code and recompile or rebuild
the system.

4+ The flexability and configurability of UNIX support the administrators’ need to
harden the workstation against attack.

4+ UNIX operators tend to be more experienced and technical and, therefore,
should be less vulnerable to attack.

Following are some reasons why UNIX can be more vulnerable as an operating
system:

4+ Hackers are able to study the source code for the operating system and most
applications and find flaws in the code. The hackers can thereby focus their
efforts and potentially produce more exploits.

4 Most servers on the Internet are running UNIX of one form or another. This
makes it a favorite target for hackers.

4+ Many hacking tools have been developed on UNIX, so these tools are more
likely to work against UNIX workstations from day one.
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Web Browser
and Client
Security

Web browsers provide the face—the convenience and
productivity — of the Internet. The vast majority of

Internet users spend all of their time with two applications —
the e-mail client and the Web browser. Web browsers provide

everything that has made the Internet useful and productive
for millions of people.

Web Browser and Client Risk

In many ways, Web browsers are the ultimate in computer
convenience. The Internet started out as an academic infor-
mation exchange enabler. Then Web browsers made the
Internet easy to use and allowed noncomputer-savvy compa-
nies and individuals to harness the power of information
exchange and remote processing. Ever since the inception of
the easy-to-use and pleasant-to-view Web browser, the
Internet has taken off. In a few short years, it has landed in
nearly every business and most homes throughout the
United States.

The convenience, productivity, and popularity of Web
browsers make them a prime target for hackers and would be
attackers. As the convenience of a product increases, so does
the security risk, so Web browsers by their very nature
should be expected to be risky. The productivity of the Web
browser also makes it a prime target for attacks because the
hacker can get the biggest bang for the effort put forth.
Finally, the popularity of a product plays into the hacker’s
hands by increasing the scope of any attack or vulnerability
discovered. The hacker who develops an attack for a common
Web browser is sure to find many susceptible targets.
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In This Chapter

Exploring client risk
from Web browser

Understanding Web
browser operation

Known Web browser
attacks

Operating a Web
browser safely

Understanding Web
browser
configurations
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Privacy versus security

More so than most applications on the typical user’s workstation, the Web browser
highlights the two related areas of concern — privacy and security. Security is
concerned with the confidentiality, integrity, and availability of data. Privacy is con-
cerned with the inadvertent disclosure of information. In some cases, this disclo-
sure is to the result of a security breakdown in confidentiality. But in many cases,
the privacy violation occurs when users unwittingly disclose personal information.
The convenience and productivity of Web browsers can lull users into providing
information that they would not normally give to total strangers.

Web browser convenience

As previously mentioned, with convenience comes security risks. This is very evi-
dent in the case of Web browsers. The first Web browsers only rendered HTML
code and downloaded image files. This simple capability had some security risks
that were not manifest until later years. Because most of these risks are a result of
input and buffering vulnerabilities on the Web server, they are addressed in
Chapter 7, “Web Server Security.”

Web browsers today provide a lot more features than simply rendering images and
HTML code. Their convenience is greatly enhanced by their capability to do the
following:

4 Run Common Gateway Interface (CGI) scripts on the Web server

4 Run scripts written in JavaScript or Visual Basic Script (VBScript) on the Web
browser

4 Run executables such as Java and ActiveX on the Web browser host

4 Launch various plugins such as an audio player or movie player

In most cases, these conveniences come from a very tight integration between the
Web browser and the operating system (or other applications). By far, the most
convenient and integrated Web browser is Microsoft Internet Explorer. As such, it
should also be viewed as having the most security risk. To date, Microsoft has
emphasized convenience over security. Therefore, users should expect that out-of-
the-box configurations of Internet Explorer will be configured for user convenience.
A security-minded user will want to examine this configuration and perhaps
improve the security of the application.

Web browser productivity and popularity

Convenience may introduce security risks into Web browsers, but it is the produc-
tivity and popularity of the browser that makes us susceptible to these risks. It is a
Web browser’s productivity that keeps users coming back to this application.
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The more an application is used for critical or sensitive work, the greater the poten-
tial security risk to the user. Some of the most sensitive work users do on their work-
stations is done through Web browsers. Often users will do banking, credit card
purchases, shipping to a home address, and hobby pursuits. The data involved in
any of these activities would be of interest to an attacker.

But to be a prime target, an application must be more than just convenient and pro-
ductive — it must be popular, meaning widely distributed and used. Hackers will
focus their efforts on applications that will provide them with the largest source of
potential targets. Figure 6-1 illustrates the unique combination of convenience, pro-
ductivity, and popularity that makes a Web browser a favorite target for security
attacks.

Popular

Productive

Figure 6-1: Convenient, productive,
and popular applications become
targets.

Web browser evolution

Web browsers, like most Internet applications, respond to emerging security
threats. In the early years, Web browsers were very vulnerable. They had features
making them convenient and productive but had no means for the user to make
them more secure. Web browsers have evolved (due to the security threat) to a
customizable application. Users are now able to set various configuration items to
improve the security of their Web browsers.

The problem with highly customizable Web browsers, as a security measure, is that
most users are not sophisticated and savvy when it comes to securing a Web browser
or even understanding the threat. Often users will not change any of the browser’s
security configuration items. The customization, for security purposes, is then left to
the system or network administrator. However, as discussed earlier, browsing has
become such an accepted norm for convenience and productivity that few users will
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tolerate less than total functionality. As a result, administrators that initially attempt
to secure browsers are often beaten back by the onslaught of complaints and
requests for help. In the end, the administrator must relax the Web-browsing security
settings.

Web browser risks

The security risks associated with using a Web browser can be grouped into several
categories:

4+ The Web server may not be secure. All the data that users enter into their
browsers is ultimately processed on the Web server. In most cases, this infor-
mation is stored in a database of some sort. Most typical users assume that a
professional organization that is providing the service is security conscious.
However, the opposite is probably true (as discussed in detail in Chapter 10).
The best defense a user can have against an insecure Web server is to limit
the sensitive data that is transmitted to the server.

4+ The browser runs malcode in the form of scripts or executables. The Web
browser is a convenient and powerful tool that makes the user’s life easier by
running scripts and (in some cases) executables for the user. However, this
feature could be abused and malcode could be run instead of useful routines.

4+ An attacker may eavesdrop on network traffic. Users should be aware that
the security of the data transmitted to and from the Web server is no more
secure than the security of the network on which it travels. This risk can be
reduced when the Web server uses Secure Sockets Layer (SSL) to encrypt the
data transmitted and received.

4+ An attacker may employ a man-in-the-middle attack. Sessionless Web-based
applications, such as a Web server are potentially susceptible to man-in-the-
middle attacks such as hijacking and replay.

Session hijacking and replay occurs when traffic between the browser and server is
observed and captured by a network sniffer. In the case of hijacking, the attacker
modifies the captured traffic to allow the man in the middle to take the place of the
client. All future traffic in the session is now between the Web server and the
attacker. For the replay attack, some aspect of the session may be modified. Certain
replays, such as transferring bank funds, may not require modifications. The modi-
fied session is then fed back onto the network. As a result, the Web server is fooled
into believing that the replayed transaction is a legitimate action by an authorized
user, clearly a security problem.
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Issues working against the attacker

Almost every browser and operating system combination is vulnerable, but a
couple of factors work in the browser’s favor. The following are some factors that
slightly reduce the risk to the user:

4+ The attacker cannot choose the time and place. The nature of a Web browser
and server interaction requires the user to come to the server. In the vast
majority of cases, the server does not know who or when a user will connect
with the server. This makes the planning of an attack slightly more difficult. It
is very difficult for an attacker to focus on one particular individual. Because
the attacker cannot specifically target their victim, they have to take a victim
of opportunity.

4 The attacker probably does not know the victim. Because the attacker does
not know who the victim will be, they may attack a sophisticated user and get
discovered very quickly.

4+ Browsers can vary. Although there are two major browsers (Netscape and
Internet Explorer), there is a fair amount of variety in the versions of each that
are commonly deployed. An attack for one particular browser version may
not be a risk to users using a different browser.

How a Web Browser Works

Understanding how the browser and server work together can be helpful in under-
standing the need for security.

HTTP, the browser protocol

Hyper Text Transfer Protocol (HTTP) is the main protocol of Web browsers. HTTP
is the application layer protocol that enables the Web browser to request Web
pages and send information (usually in forms) to the Web server. The Web server
responds to the request and typically returns the following:

4+ Hypertext Markup Language (HTML) code — This is the code that provides
the basis for everything that a Web browser typically displays. This code is
interpreted by the Web browser to display text in various forms and orienta-
tions. This code also has placeholders for scripts and links to images and
perhaps executables. When a page is downloaded, the Web browser interprets
the HTML code for further requests to be made. For example, when an image
is to be downloaded, it typically is embedded in the HTML code. The Web
browser recognizes the embedded link to the image and automatically sends
another request to the Web server to get the image. After the image is
returned by the Web server, the Web browser renders the image in the same
location as the link.
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4+ Images — An image can be requested directly by the user, or the Web browser
can interpret a link in a downloaded page and send a request to the Web
server. The image is returned in a file format. The Web browser must know
how to render the file type. Typical image file types are GIF, JPEG, BMP, and
TIFF, but there are many possibilities.

4 Scripts — Scripts are typically embedded in the HTML code. The Web browser
extracts the script from the HTML and runs the script. There are a number of
scripting languages and the Web browser must know how to interpret the
scripts. Some typical scripting languages include JavaScript, PerlScript, and
Visual Basic Script.

4+ Executables — The Web browser can download and launch executables. This
obviously is a security risk, because most Web servers are managed by
strangers to the Web-browsing user. It is ironic that users who would closely
guard their workstations from strangers would also download and run exe-
cutables written by strangers.

In theory, there is no limit to the type of information that can be passed between
the Web browser and the Web server. All that is required is that the Web browser
and Web server agree as to how a particular file type will be interpreted.

The most unusual feature of HTTP is that it is a “stateless” protocol. Essentially,
each browser request and server return is a separate TCP connection. This is not
at all intuitive to the user, because the Web browser and server work in concert
to give the user a “feel” of continuity during a session. Session in this chapter is a
loosly defined term meaning a whole series of transactions (requests and
responses) that are logically tied together in the user’s mind. Table 6-1 shows the
difference between what the user thinks is happing and what is really occurring
between the browser and server.
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Table 6-1

A Simple HTTP Session

User Perception

Browser and Server Activity

User opens the Web browser, types
www.my-family.tmp into the
navigation window, and presses Enter.

The Web page is displayed with
some text and family photos.

The user sees the Web page starting
to display. Typically, this starts with a
color change or the rendering of
some initial text.

The following steps are taken by the Web
browser to ultimately display the Web page
that the user expects.

1. The browser contacts a domain name
server to get the IP address of www .
my-family.tmp. The browser uses IP
addresses when communicating on the
Internet, not the domain name itself.

2. The Web browser opens a TCP connection
to the IP address on port 80. This is similar to
telneting to that IP address on port 80. The
Web server is listening for the connection.

3. The Web browser sends the initial request
to the server, such as follows:
httpl.1l GET /

The slash (/) is used in the initial request
because no subdirectory was given by the
user.

4. The Web server looks in the document root
directory (/) and most likely sends the ASCII
file index.html back to the Web browser.

As the index.html file is downloaded, the Web
browser interprets the HTML code for display
parameters such as the following:

— The Web page size and color is set.

— The browser displays any text with appropriate
formatting, such as bold or centered.

— Any scripts, such as JavaScript, are extracted
from the HTML code and associated with a
button or mouse movement.

— The Web browser parses through the HTML
code looking for links to other files to
download. In this example the browser finds
links to images.

Continued
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Table 6-1 (continued)

User Perception Browser and Server Activity

The user sees images being The Web browser parses all the links to

downloaded and displayed. images in the HTML code and submits a
separate request to the Web server for each

The Web browser is interpreting the image.

initial HTML downloaded and requesting

the images. But from the user’s Note that the Web server has not sent the

perspective, the images seem to come images down with the index.html page. It is

down with the original response. the Web browser’s responsibility to interpret

the HTML code and request the images.

From the session described in the table, you see that the Web server sends an ini-
tial web page (index.html) and sends the subsequent images as they are requested
by the Web browser. Note that the Web server does not control when the images
are sent, the browser does. In fact, the Web server does not even anticipate the
sending of the images. This is because, to the Web server, the request for the
images is completely separate from the request for the initial page (index.html). The
Web server does not maintain a state of what the Web browser (or user) is doing. It
merely responds to requests in any order that the Web browser sees fit to request
them. This is what is meant by the HTTP protocol being stateless. Each and every
piece of a Web page is a separate connection or transaction (request and
response).

Cookies

A cookie is an information storage device created by a Web site to store information
about the user visiting that site. This information is stored for the convenience of
the Web site or for the convenience of the user. In any case, the retention of poten-
tially sensitive or private information is a possible privacy concern.

A cookie is simply an ASCII file that the server passes to the client and the client
stores on the local system. When a new request is made, the server can ask the
browser to check if it has any cookies and, if it does, to pass those cookies back to
the server. The browser can potentially pass any cookie to a Web server. This could
include cookies from completely different Web sites.

The contents of the cookie are under the control of the Web server and may contain
information about you or your past and present surfing habits. Originally, the infor-
mation that the Web server has came from the Web browser. When a user fills out a
form that asks for a name and e-mail address, that information is sent to the Web
server, which may store it in a cookie for future use.
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There are two general types of cookies: persistent and nonpersistent. A persistent
cookie is one that will survive reboots and last for a fairly long period of time.
Persistent cookies are traditionally stored on the hard drive in a file such as cook-
ies.txt. This file can be read and edited by the user or system administrator. This file
may contain sensitive data unbeknownst to the user. If at some future date the
workstation is compromised, an attacker can use this sensitive data in subsequent
attacks. Because the cookies file can be modified, it is also susceptible to being
used in a hijacking or replay attack.

Cookies originally were intended to track users during their sessions on a Web site,
or to retain information about users between visits to the Web site. However, per-
sistent cookies build up on a user’s workstation over a long period of time can com-
prise a detailed history of the user’s activities on the Internet. In the past, some
marketing companies have attempted to exploit user behavior by trying to capture
these persistent cookies.

As a result of concerns, more and more people are wary of cookies, especially those
that can be used to track users over time. Therefore, many sites are starting to use
nonpersistent cookies. A nonpersistent cookie is stored in memory, so when the
computer is turned off or rebooted the cookie information is lost. There is no assur-
ance that every browser will handle nonpersistent cookies correctly. The Web
server has no control over how the browser stores or disposes of the cookies. The
Web server can tag a cookie as nonpersistent, but then has to trust that the Web
browser will honor the tag.

For maintaining state purposes, nonpersistent cookies would work just fine,
because you only need to track a user during a session, which will not span a
reboot of the workstation.

Cookies generally contain information that allows the Web site to remember partic-
ulars about users visiting the site. A popular scheme is to include the following
information in cookies:

4+ Session ID — This is typically used to maintain state or carry authorization
information forward between browser requests.
4+ Time and date the cookie was issued.

4+ Expiration time and date — This can be used by the Web site to determine if
this is an old cookie that should be ignored.

4 The IP address of the browser the cookie was issued to— This can serve as
an additional test of the authenticity of the request.
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Maintaining state

A Web-based application that deals with sensitive data has three major security
issues to address in its design and development:

4 Initial authentication — When needed, authentication is usually done with a
username and password. As long as a strong password is used and the net-
work data is encrypted, the initial authentication can be made secure.

4+ Confidentiality of data— This is usually done with encryption. With a suffi-
ciently strong encryption technique, only the legitimate recipient of the data
should be able to decrypt the traffic.

4+ Continuing authentication of users over an extended session — Also known
as maintaining state, this is the biggest risk for a Web-based application such
as a Web server. The reason the risk is high is that there is no normal or pre-
ferred method to provide continuing authentication of users over an extended
session. Off the shelf, Web servers do not provide a secure means for a Web
site developer to maintain state securely.

The continuing authentication of a user over an extended session is done as a mat-
ter of convenience for the user. Without the continuing authentication, the user
would have to provide a user name and password for every request submitted to
the Web server. In other words, as users navigate the various Web pages of the
application, they would be constantly entering a user name and password. For a
typical Web page, this could mean providing the user name and password hundreds
of times an hour (recall from earlier discussions that every image is a separate
request and response).

For a Web server to be useful and convenient to a user, it must interact with the
user much as an intelligent clerk or sales person would. To act intelligently, the Web
site should do the following:

4+ Remember user-specific information. The Web site should not ask for the
same information twice. When provided a user’s name and address, the web
site should remember this information from one page to the next.

4+ Remember decisions the user has made. If the user has set some preferences
(such as sort by lowest price) the Web site should remember these prefer-
ences during the user’s entire session.

4+ Remember intermediate results. The typical example of this is the shopping
cart. As users select items to purchase, they can store these items in a shop-
ping cart until they decide to check out and purchase the items. Clearly, the
Web site needs to remember the items in the shopping cart while the user
navigates around the site.
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4+ Remember where the Web site and the user are in a “conversation.” As
users navigate a site, the Web server needs to know where they are and how
they got to that location. For example, certain locations on the Web site may
require password authentication. The server needs to know if a user has pre-
viously successfully authenticated during this session before allowing access
to these pages.

Remembering all this state information means that data will have to be passed from
Web page to Web page. There is no usual method of maintaining state. The burden
of continuing authentication is left up to each Web site implementation. As a result,
some sites will be secure, but many will not. Most Web site developers focus on
performance and content, not security. Therefore, many schemes that are imple-
mented for maintaining state are ideal for user convenience but might be suscepti-
ble to attacks.

Because HTTP is sessionless, the Web server does not carry an authentication for-
ward from one page to the next. The Web site developer must use what is at hand
to maintain state. The three common means of continuing authorization (carrying
session data forward) are as follows:

4 GET lines— The GET line holds the Universal Resource Locator (URL),
which is the Web site requested by the user (such as www.my-family.tmp).
In addition to the domain name and directory requested, other information
can be passed on the GET line. This information is passed in the form of ?
<variable> =<value>. Consider the following GET line, which conducts a
Yahoo search on the keyword of “linux”:

http://search.yahoo.com/search?p=1inux
In this case, Yahoo uses the variable p and the data passed is Tinux.

4+ POST data—In addition to the GET line, variable information can be passed
from the browser to the server with a POST command. These variables and
their data are not so easily seen by the user because they are transmitted
behind the schemes. POST data is slightly more difficult to acquire and mod-
ify. However, you can easily write a tool to do so within a couple of hours. The
SSL encryption would prevent the modification of POST data but would still
leave open the possibility of session replay. The form used for POST data is in
the HTML code as a hidden form element. Because the information is marked
hidden, the browser never displays it. The values can be seen with a network
sniffer, but if viewed through the browser, the information is not displayed.

4+ Cookies —Information is put into a cookie by the Web server and passed to
the Web browser. The Web browser then returns the information to the Web
server with subsequent requests. Cookies are easily acquired and modified,
both on the user’s workstation and on the network. You will see later in this
chapter that cookies used for maintaining state are susceptible to hijacking
and replay attacks.
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Caching

When you access a Web site, your browser may save pages and images in a cache.
Web browsers do this for the convenience of the user by improving the speed at
which Web pages are rendered. However, all these pages and images are stored on
the workstation’s hard drive as HTML files and image files. The user or system
administrator can load and view these pages and images without the need to be on
the network or to go back to the original site. This can be a privacy concern,
because if the workstation is compromised, the attacker can learn details of a
user’s browsing.

The Web browser also maintains a history of sites visited. If you do not clear the
cache and history files, anyone can view the sites accessed simply by using the
back button on the browser.

Secure Socket Layer

The Secure Socket Layer (SSL) protocol provides for the encryption of the traffic
between the Web browser and server. SSL uses public-key encryption to exchange a
symmetrical key between the client and server; this symmetrical key is used to
encrypt the HTTP transaction (both request and response). Each transaction uses a
different key. If the encryption for one transaction is broken, the other transactions
are still protected.

The following are the benefits of encrypting Web-based communications:

4 The communications can travel over nonsecure networks. The traffic
between a browser and a Web server may traverse many networks as it travels
across the country or around the world. It would be cost prohibitive for each
Web site provider to ensure the security of all networks between the Web
server and the user’s browser. With encryption, the risk of a man-in-the-middle
attack is greatly reduced because the attacker cannot decrypt the traffic (in a
reasonable timeframe). This benefit assumes that SSL is properly configured
and used.

4 The integrity of the data transmitted is maintained. Encrypted data ensures
the integrity of the data because the decryption process requires that not
even one bit is “flipped” or out of place. If the encrypted data has been altered
in any way, it will not decrypt properly. This allows a user to be sure that
when they send someone an electronic check for $100, it does not get altered
to $100,000.

4 The confidentiality of the data being transmitted is ensured. If a third party
is listening to the traffic between the browser and the Web server, they will
only see the encrypted data. Assuming the encryption cannot be broken in a
reasonable time, this ensures the confidentiality of the data.
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4+ The Web site’s authentication can be enhanced. The process of exchanging
encryption keys and certificates can provide assurance that the browser is
communicating with the proper Web site. The degree of security depends on
the method used to exchange the key or certificate.

Netscape introduced the SSLv2 protocol in 1995, and the protocol has provided con-
sumers with a secure means for conducting Web commerce. Additionally, Web-based
applications that deal with sensitive or private data could now be made available to
the general public. The growth of the Internet in the late 1990s probably would not
have been possible without a secure and reliable protocol such as SSL.

Encryption can go a long way in maintaining the integrity and confidentiality of the
data in a Web-based transaction. The price for encryption is performance or the cost
of additional hardware and software. Additional hardware may be needed to increase
the bandwidth and improve the performance of the Web server or application.

A typical SSL session

SSL is a low-level encryption scheme used to encrypt transactions in higher-level
protocols such as HTTP, Network News Transfer Protocol (NNTP), and File Transfer
Protocol (FTP). SSL is implemented commercially on all major browsers and
servers.

To pass encrypted data, two parties must exchange a common key. The keys are
exchanged using certificates and a handshaking process, shown in Figure 6-2. The
handshaking process is as follows:

1. The browser or client requests a certificate from the server. In essence, a cer-
tificate is a set of fields and values encrypted into a small block of ASCII text.
The certificate is encrypted to avoid tampering, thus ensuring its integrity.

2. The server provides its certificate. The server’s organization has acquired the
certificate from a reliable and trusted certificate authority. The certificate
authority verifies that the server’s organization is who they say they are. In
other words, only the Microsoft Corporation should be able to get a certificate
for “Microsoft.”

3. Having received the certificate, the browser checks that it is from a reliable
certificate authority (CA). The certificate contains the Web server’s public
key. The Web browser now sends a challenge to the server to ensure that
server has the private key to match the public key in the certificate. This is
important because someone who has the certificate could be pretending to be
that organization. This challenge contains the symmetrical key that will be
used to encrypt the SSL traffic. Only the owner (possessor) of the private key
would be able to decrypt the challenge.

4. The Web server responds to the challenge with a short message encrypted
with the symmetrical key. The browser now is assured that it is communicating
with the proper organization and that the Web server has the symmetrical key.
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5. Both the browser and the Web server now share a common symmetrical key:.
No one other than these two parties knows what the key is, so the encrypted

communications between them should be secure.

6. Now any GET or POST sent from the browser can be encrypted with the sym-
metrical key. The Web server uses the same symmetrical key to decrypt the

traffic.

7. In the same manner, any response sent from the server is encrypted with the

common symmetrical key and the browser can decrypt the traffic.
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Figure 6-2: The SSL handshake process

Note that the SSL handshake process authenticates the Web server to the browser,
and not vice-versa. This makes SSL more susceptible to a man-in-the-middle attack.
During such an attack, the server would have no indication that there is a man in
the middle. The browser or user will, however, have to accept a bad certificate for
the attack to work. The security of the overall process would be greatly enhanced,
if the Web server authenticated the client. The Web server would be less likely to
accept a bad certificate, whereas unsophisticated users may not appreciate the risk

they are taking by doing so.
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A properly configured Web browser will warn the user of a certificate problem if
any of the following occur:

4 The certificate was not signed by a recognized certificate authority.
Software is available in the public domain to create a rogue CA and generate
illegitimate certificates.

4+ The certificate is currently invalid or has expired. Legitimate Web sites will
keep their certificates up-to-date. This may indicate that the certificate has
been stolen and is being used by a third party.

4 The common name on the certificate does not match the domain name of
the server. The host name of the Web server is a fixed part of the site certifi-
cate. If the name of the Web server doesn’t match the name on the certificate,
the browser will report the problem.

If a problem has been identified with the certificate, the user is prompted whether
or not to accept the certificate. If the user accepts a bad certificate, he or she is
exposed to a possible man-in-the-middle attack by someone impersonating the Web
server.

SSL performance issues

The negative impact that SSL can have is on performance and cost. The following is
from an SSL FAQ:

How will SSL affect my machine's performance?

The performance problems associated with most HTTP servers are CPU and
memory related (this contradicts the common assumption that it is always
the network which is the problem). The CPU has to process the HTTP
request, write out HTTP headers, log the request and put it all on the TCP
stack. Memory bandwidth is also a problem (the 0S has to make a lot of
copies to put packets onto the network). SSL makes this bottleneck more
severe:

Bandwidth: SSL adds on average 1K bytes to each transaction. This is
not noticeable in the case of Targe file transfers.

Latency: SSL with client authentication requires two round trips
between the server and the client before the HTTP session can begin. This
typically means at least a 500 ms addition to the HTTP service time.

Bulk Encryption: SSL was designed to have RC4 and MD5 in its cipher
suite. These run very efficiently on a 32-bit processor.

Key Exchange: This is where most of the CPU bottleneck on SSL
servers occurs. SSL has been optimized to require a minimum amount of RSA
operations to set up a secure session. Avoid temporary RSA keys which can
cause a massive performance hit.

Netscape has published figures suggesting that the throughput (in hits per second) of
an SSL-enabled server is as low as 20 percent of that of an unencrypted server. The
greatest performance hit occurs when the server and client exchange handshake
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messages for authentication and key generation/exchange. These operations are per-
forming computationally intensive public key operations. Subsequent hits use the
session restart feature of SSL. This enables the server and client to simply use the
previously negotiated secret key.

Web Browser Attacks

Web browser attacks are pretty typical of Web-based applications in general. The
attacks can be summarized as follows:

4+ Hijacking — This is a man-in-the-middle attack in which the attacker takes
over the session.

4+ Replay — This is a man-in-the-middle attack in which sent data is repeated
(replayed) leading to various results.

4+ Spread of malcode (viruses, worms, and so on) — The scripting nature of
Web browsers makes them prime targets for the spread of malcode.

4 Running dangerous executables on the host —In some cases, the browser
may permit executables to run on the host workstation. This can be very
risky.

4+ Accessing host files— Certain attacks allow the browser to send files to an
attacker. These files may contain personal information, such as banking data,
or system information, such as passwords.

4+ Theft of private information — Browsers are at risk of disclosing sensitive
information to strangers on the Internet. This information may be used in
identity theft or to conduct a social engineering attack.

Hijacking attack

Session hijacking occurs when an HTTP session is observed and captured by a net-
work sniffer. The attacker modifies the captured traffic to allow the attacker to take
the place of the client. All future traffic in the session is now channeled between the
Web server and the attacker.

The hijacking is usually done after the legitimate user has authenticated to the Web
server. Therefore, the attacker does not have to re-authenticate (usually for the
remainder of the session). In this way, the attacker bypasses one of the major secu-
rity features of the Web-based session, the initial authentication.

The hijacking attack exploits a weak method of maintaining state. If the attacker can
understand how state is maintained, they may be able to inject themselves into the
middle of the session by presenting a valid state.
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One typically weak method of maintaining state is using cookie data to maintain
state. In this method, the user is initially authenticated (usually with a user id and
password). If the authentication is successful, the Web server sends a session
cookie to the user’s browser. Now every time the browser hits that same web
server (presumably during the same session), the user does not need to enter the
password, rather the cookie re-authenticates for the user. Figure 6-3 illustrates a
hijacking attempt to exploit this weak method of maintaining state.

Hijacking

Web Server Web Server

/N

/ 3\
- 2 - -
Cookie e Cookie Cookie
Valid User Valid User
Web Page 1 Web Page 2

1. Avalid user does some web activity that results in their acquiring a Cookie.

2. The Cookie is stolen or captured by an attacker.

3. The Cookie is transmitted with the attacker's attempt to access the application. The
Cookie authenticates the attacker as a valid user. The attacker gets access to the
application.

Figure 6-3: Hijacking when cookies maintain state

Replay attack

Session replay occurs when an HTTP session is captured by a network sniffer. Some
aspect of the session is then modified (certain replays, such as transferring bank
funds, may not require modifications). The modified session is then fed back onto
the network. If the replay is successful, the Web server will believe the replayed
traffic to be legitimate and respond accordingly. This could produce a number of
undesirable results. Figure 6-4 illustrates session replay.

The responsibility is on the Web server to prevent replay attacks. A good method
for maintaining the session will also prevent a replay attack. The Web server should
be able to recognize replayed traffic as no longer being valid.
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Replay

Web Server Web Server

/1 \ / \
Valid User Valid User
Transaction Acknowledge
Request Transaction
S

1. Avalid user does some web activity such as "Transfer $5,000 from account A to account
B". There may or may not be a cookie.

2. The web page holding the transaction request is stolen or captured by an attacker.

3. The web page is re-transmitted. The transaction is repeated - an additional $5,000 is
transferred. The attacker can re-transmit numerous times.

4. Depending on whether the attacker had to do spoofing, the final acknowledgment
transaction may go back to the valid user's IP address where it is dropped because no

session is open.
Figure 6-4: Relay attack

3

Browser parasites

A browser parasite is a program that changes some settings in your browser. The
parasite can have many effects on the browser, such as the following:

4+ Browser plugin parasites may add a button or link add-on to the user’s
browser. When the user clicks the button or the link, information about the
user is sent to the plugin’s owner. This can be a privacy concern.

4+ Browser parasites may change a user’s start page or search page. The new
page may be a “pay-per-click site,” where the owner of the browser parasite
earns money for every click.

4+ Browser parasites may transmit the names of the sites the user visits to the
owner of the parasites. This can be used to formulate a more directed attack
on the user.

A typical browser parasite is the W97M_SPY.A. Once installed, this parasite hides
from the user and stays resident in the background. This spyware macro program
originated in France. It steals e-mails and addresses from the user’s contact list and
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then sends the information to a hacker’s e-mail address. The W97M_SPY.A can be
manually removal by editing the Registry for the key:

HKEY_LOCAL_MACHINE\Software\Microsoft\Windows\CurrentVersion\Run
Then delete the key value:
Spy="%winsysdir%\Spy.vbs'

Finally, the user needs to find and delete the files W97M_SPY.A and VBS_SPY.A.

Operating Safely

Learning to operate a Web browser safely is a tall order with all the attacks that are
possible today. Even if users manage to configure their browsers for the safest pos-
sible operation, they are still at risk in how they navigate the Internet and how they
respond to certain circumstances.

For example, the most secure browser settings won’t improve your security unless
you respond appropriately to any prompt dialog boxes that come up. If the prompt
asks if an ActiveX control should be run, the user must decide to completely trust
the site and click OK. If the user chooses poorly, a dangerous ActiveX application
can bypass all the security features and run on the user’s host workstation.

If users do configure their browsers for strong security, they will experience the
brunt of the security versus convenience dilemma. The user will be constantly bar-
raged with requests to accept cookies, scripts, and other features such as ActiveX.
Under this constant barrage, the typical user will give in and loosen the security
settings.

Users can take a number of steps to increase the security of their web browser.
Users should evaluate the risks based on their own circumstances and decide
which steps are appropriate for them. These steps include the following:

4+ Keeping current with patches

4+ Avoiding viruses

4+ Using secure sites for financial and sensitive transactions

4+ Using a secure proxy

4+ Securing the network environment

4+ Avoiding using private information

4+ Taking care when changing browser settings
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Keeping current with patches

The Web browser is one of the favorite targets for hackers trying to find security
flaws. There is far too much activity regarding Web browser security for the typical
user to keep on top of the issues. Users must, therefore, rely on vendors such as
Netscape and Microsoft to keep up with the security vulnerabilities of their prod-
ucts. These vendors must then make updates and patches available to users in a
timely manner.

Regular updates and patches are available for high visibility Web tools such as the
Web browser. These updates will include patches to recently found security flaws.
Users should check for updates and patches on a regular basis.

For example, the Internet Explorer High Encryption Pack provides 128-bit encryp-
tion, the highest level of protection Microsoft can offer for Internet communica-
tions, including credit card use and financial transactions.

Avoiding viruses

Many of the worms and viruses today will attack the Web browser because of its
ability to propagate malcode. To maintain the overall security of the Web browser,
it is important for the user to maintain a virus-scanning program running on the
workstation.

As with all security tools, it is important that the virus protection software be kept
up to date with patches and updates.

Using secure sites

SSL adds significant advantages to securing Web browser transactions and data
(as discussed earlier in this chapter). These added benefits make SSL a must for
any Web sites using sensitive, private, or financial data.

There should be no acceptable excuses for not using SSL. All major browsers sup-
port SSL. On the server side, SSL is more expensive and only slightly more difficult
to implement and maintain. Any security-conscious software development organiza-
tion will invest in the SSL capability to provide the added protection to the users of
their product.

An alarm should go off in the head of any user asked to enter any of the following
data in a Web site not running SSL:

4 Social Security Number (SSN)

4+ Addresses, including home, business, and shipping addresses
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4+ Phone numbers, including home, business, cell, and fax

4 Credit card information

4 Personal identification numbers (PINs)

4 Financial data—this can include banking account numbers

4+ Secondary identification information, such as mother’s maiden name, high
school, favorite pet, and so on

Attackers can use the information listed in the preceding list to steal a person’s
identity. Identity theft is a far too common occurrence. As the world’s economy
moves more and more to doing business on the Internet, it is expected that identity
theft will become more of a risk.

A user may have faith or trust in an organization when dealing with them face to
face, such as a local branch office of a bank, but this trust should not be extended
automatically to any online capability that the organization offers. A personal trust
of the organization is not sufficient reason to provide them personal financial infor-
mation if they don’t handle it correctly. Following are some aspects of the security
risk to keep in mind:

4 As an individual, you may not be a target. But as an Internet-based organiza-
tion, the site you are dealing with is a big target, particularly if it is gathering
personal or financial data on you.

4+ The Web site can be attacked at an organization’s database. This risk is only
slightly reduced with the use of SSL, but if the organization cares enough to
use SSL, they are probably taking steps to improve their database security.

4+ The Web site can be attacked as the data transits to (and from) the Web site.
There are probably a few hops between the user and the Web site. At each
hop along the way, there may be a dozen persons with administrator or root
access to the routers and gateways. That all adds up to a large number of
people to trust. SSL virtually protects the user’s sensitive data from all these
administrators.

4+ The Web site (or organization behind it) can be attacked in an organization’s
local network. Organizations often overlook the insider threat. The use of
SSL will protect the data during transmission even against a local network
administrator.

4+ The Web site (or organization behind it) can be attacked with social engineer-
ing. The social engineering attack could yield access to many resources in the
organization. The use of SSL will protect against an attacker gaining access to
the local network.
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When using a Web site secured with SSL, the Web browser will provide a visual indi-
cator that the site is secure. With Internet Explorer a little closed padlock will be
displayed in the lower right-hand corner of the browser window. With Netscape, a
padlock can be seen in the lower left-hand corner of the browser.

The level of encryption can be determined on Internet Explorer by clicking the Help
menu and then selecting About Internet Explorer. This will show the version of the
browser and the level of security. In Netscape, if the key has one large tooth, it
means that you have 40-bit encryption software. If the key has two large teeth, it
means you're using 128-bit encryption. If the browser is not using 128-bit encryp-
tion, it should be upgraded immediately.

Securing the network environment

The most securely developed application is still vulnerable if placed in an insecure
environment. Therefore, it is important to have the security of the environment
match the sensitivity and criticality of the application.

By way of an example, the following are the Visa requirements for an application or
system that processes their cards. The detailed description of the Visa Card Holder
Information Security Program (CISP) can be found at http://usa.visa.com/
business/merchants/cisp_index.html. The program has these recommendations:

4 Install and maintain a working firewall to protect data.

4+ Keep security patches up-to-date.

4+ Protect stored data.

4+ Encrypt data sent across public networks.

4+ Use and regularly update antivirus software.

4 Restrict access on a need-to-know basis.

4 Assign a unique ID to each person with computer access.

4+ Don’t use vendor-supplied defaults for passwords and security parameters.

4+ Track all access to data by unique ID.

4+ Regularly test security systems and processes.

4+ Implement and maintain an information security policy.

4 Restrict physical access to data.
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Using a secure proxy

A proxy server provides a secure gateway for one (or more) protocols. All Web-
browsing traffic destined for the Internet must pass through the Web proxy. The use
of a secure Web proxy provides a number of advantages, as follows:

4+ Some of the security features may be moved from the browser to the Web
proxy. It is often easier for a network administer to manage a proxy than to
manage hundreds of individual browsers.

4+ The security features of the proxy will work for all versions of browsers. All
browsers support the use of a Web proxy. Suppose the security administrator
wants to implement a security control such as blocking all ActiveX. It is easier
to do it on a single proxy as compared to determining how to implement this
control on every different version of browsers on the network.

4 The proxy may improve Web-browsing performance by caching frequently
used sites. There is usually a sufficient increase in performance to make up
for the extra processing needed to browse through the proxy.

4+ Proxies can be particularly useful with children to restrict sites and pre-
vent the leakage of private data. This is a big concern when considering the
welfare of children.

Avoid using private data
Anytime sensitive or private information is put on a system that is outside the
user’s complete control, there is a risk of that data being compromised. A lot goes
into having a secure Web site that can protect the user’s personal information. For
example, the Web site organization must do the following:

4+ Develop a safe web-based application.

4+ Properly configure and maintain database security.

4+ Harden the web server’s host.

4+ Secure the network on which the Web server resides.

4+ Establish policies and procedures for handling sensitive data.

4+ Hire responsible people and provide them adequate training.

Obviously all of these steps are out of the control of Web browser users, who want
to be assured that their private data is handled safely.
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For example, the Web site may not protect the logs for the Web server, leaving the
logs open for casual viewing by anyone with access to the network. The GET
requests will appear in the server log files. Depending on the Web site, sensitive
information may be passed on the GET line. It should be noted that POST requests
do not get logged.

The best defense for the user is to avoid using sensitive and private data whenever
possible.

General recommendations

The following are recommendations to improve the Web browser security or reduce
the security risk while browsing on the Internet.

4+ Be careful when changing browser configurations. Do not configure a com-
mand line shell, interpreter, macro processor, or scripting language processor
as the “viewer” for a document. This shifts control to the creator of the file.
The type of a document is determined by the Web server, not the browser. Do
not declare an external viewer for any file that contains executable statements.

4+ Don’t configure to support scripts and macros. Do not configure an external
view to be any application that supports scripts and macros, such as Excel
and Word.

4 Never blindly execute any program you download from the Internet. When
possible, download scripts as text and examine the code before running the
script.

4+ Browse to safe places. A user’s risk of getting malcode and parasites can be
greatly reduced by avoiding hacker and underground sites.

4 Be conscious of the home page configuration. Every time you bring up the
browser, which for most people is every time they start their machine, some
Web sites will know it. The tracking of users in this manner is low risk.
Consider setting the home page to be blank.

4+ Don’t trust links. Be suspicious of everything. Get into the habit of reading
where the link is before you blindly click.

4+ Don'’t follow links in e-mail. E-mail is easily spoofed, meaning the mail may not
be coming from the person on the From: line. A legitimate business, such as
your bank, will not send an e-mail to its clients and ask them to click to log in.

4+ Avoid browsing from systems with sensitive data. If possible, use a less risky
workstation to browse the Internet. This less risky workstation should not
have sensitive and private data on it.

4+ Guard your information. If possible, don’t use personal information on
the Web.

4 Use stronger encryption. Choose 128-bit encryption over 56 or 40 bit.



Chapter 6 4+ Web Browser and Client Security 225

4+ Use a less common browser. Because most hackers are trying to exploit
Netscape and Internet Explorer, some security can be gained by using another
browser.

4 Minimize use of plugins. JavaScript, Java, and ActiveX all have vulnerabilities
and should be avoided, if possible.

4+ Minimize use of cookies. Private or sensitive data might be extracted from a
Web browser through cookies.

4+ Be conscious of where temporary files are stored and how they are han-
dled. These temporary files may hold private and sensitive information.
Make sure the files are not on a shared directory. If possible, set the browser
to clear the history of saved files and locations visited to zero or one day.
Learning about a user’s Web-browsing habits can be a valuable aid in
conducting a social engineering attack.

Web Browser Configurations

In addition to operating a Web browser safely, configuration items can make Web
browsing more secure. The configuration items concern the use of cookies and plu-
gins. Additionally, each vendor has some browser-specific configuration issues.

Cookies

Cookies are small text files that are sent to web browsers by Web servers. A cookie’s
main purpose is to identify users and to present customized information based on
personal preferences. Cookie files typically contain information such as your user
name, password information, or ad-tracking information.

Because cookies are simple text files, they cannot contain viruses or execute appli-
cations, they cannot search your hard drive for information, or send it to Web
servers. Most of the information in a cookie is simple tracking information designed
to provide enhanced customer convenience.

Cookies are generally not a security threat. However, they can pose a privacy con-
cern. Any information that a user has ever entered into a browser may be stored in
a cookie. All of that information may then be shared with every Web site the user
visits. Clearly, this is an exaggerated worst-case scenario. A good browser will pro-
vide some control over cookies to greatly mitigate this risk.

Cookies cannot be used to search the workstation for sensitive information. Rather,
they can only store information that the user has previously provided to a Web site.
One of the best ways to avoid the loss of privacy through cookies is to not put pri-
vate and sensitive data into the browser in the first place.
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Some configuration items that can be set on the Web browser to mitigate the risk of
a loss of privacy due to cookies are as follows:

4+ Turn off all cookies. Very few Web sites will fail if cookies are disabled com-
pletely. Some conveniences will be lost, such as keeping a shopping cart while
the user continues to shop on the Web site. Also, some banking sites may not
operate without cookies. If the user has disabled all cookies and encounters
the need for them on certain sites, cookies can be enabled just for those sites.
The difficulty is being able to recognize that the site is not functioning prop-
erly because cookies are disabled. In some cases, when a site is dependent on
cookies to function, the site may attempt to send the cookie over and over
again. In this circumstance the user must weigh the privacy risk with the
convenience of using that particular site.

4+ Limit the Web sites that can set cookies. The browser can be set to ask the
user if any particular cookie should be accepted. In this way, the user can
decide in each case if the information put into the browser for that particular
site poses a privacy risk. In most cases, when prompted to accept or reject a
cookie, the user has an option to accept all future cookies from this web site.

4 Only return cookies to the originating domain. Cookies originate (are sent to
the browser) from a Web server. The browser can refuse to send these cook-
ies back to any Web site other than the one that created the cookie in the first
place. This will mitigate the risk of a third-party site trying to get private data
on a user.

4+ Force all cookies to be nonpersistent. Nonpersistent cookies are deleted
after they are no longer needed. In some cases, this is when the browser is
closed. It would be very unusual for a web site to require a persistent cookie
on the user’s browser. Many Web sites do use persistent cookies as a matter
of convenience for the user, but the sites perform just as well without the
cookies being persistent.

4+ Clean out persistent cookies. Periodically, go into the browser settings and
delete any persistent cookies.

Plugins

Java, JavaScript, and ActiveX controls are used by many Web sites to make Web
browsing convenient and powerful. However, with added convenience comes a
greater security risk. Java and ActiveX are executable code that you download and
run on your local computer. JavaScript is a scripting language that is downloaded
and executed.

ActiveX is more dangerous than Java or JavaScript. ActiveX can make system calls
that can affect the files on your hard drive. With ActiveX controls, new files can be
created or existing files can be overwritten. There are many files that control the
workstation that should not be alterable by some stranger on the Internet.
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Many users are not aware of the differences between Java and JavaScript. Java is a
language designed by Sun Microsystems which results in executable code. Java
code is compiled into applications known as Java applets. Browsers that support
Java applets will download the compiled Java applications and execute them.

JavaScript (or Jscript) is a series of extensions to the HTML language designed by
the Netscape Corporation. JavaScript is an interpreted language that executes
commands on behalf of the browser. The scripts have the ability to open and close
windows, manipulate form elements, adjust browser settings, and download and
execute Java applets.

ActiveX

ActiveX is a technology developed by Microsoft Corporation for distributing soft-
ware over the Internet. ActiveX controls are available for Internet Explorer.

ActiveX controls are distributed as executable binaries and are compiled for each
target machine and operating system.

The use of ActiveX is a security risk because the browser places no restrictions on
what an ActiveX control can do.

To mitigate the risk of using ActiveX plugins, each control can be digitally signed.
The digital signatures can then be certified by a trusted certifying authority, such
as VeriSign. The user does not know if the ActiveX code is safe to execute; rather,
the user is assured of who is providing the code. In the end, the user is allowing the
signing organization to do anything they want on the user’s workstation and trust-
ing that the organization will act responsibly.

If the browser encounters an ActiveX control that hasn’t been signed (or that has
been signed but certified by an unknown certifying authority), the browser pre-
sents a dialog box warning the user that this action may not be safe. At this point
the user can elect to accept the control or cancel the download. If the user accepts
the ActiveX control they are putting their entire workstation at risk. Few users that
accept an unsigned control appreciate the risk involved. Digital signatures on
ActiveX controls are of little protection to an unsophisticated user.

The following steps will disable ActiveX controls on Internet Explorer:

1. From the menu bar select View => Internet Options.
2. In the pop-up window, select the Security tab.

3. In the pull-down list of options, select Internet Zone.
4. Select the Custom security level check box.

5. Click the Settings button.
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6. Scroll down to the ActiveX and Plug-ins section. Select Disable.
7. Click the OK button to close out of the window.

8. Click the OK button to close out of the options window.

Java

Java applets are programs written in the Java programming language that are run
on the user’s workstation. The Java applets are commonly used as a user interface
to server-side programs.

Java has a large number of security safeguards intended to avoid attacks. However,
anytime code written by a stranger is run on the user’s workstation, care should be
taken. Disabling Java is a recommended option for a security-conscious user.

Several security features were built into Java to prevent it from compromising the
remote user’s machine. When running as applets, Java scripts are restricted with
respect to what they are allowed to do by a security manager object. The following
security features are part of the Java design:

4+ The security manager does not ordinarily allow applets to execute arbitrary
system commands, to load system libraries, or to open up system device
drivers such as disk drives.

4 Scripts are generally limited to reading and writing to files in a user-designated
directory.

4+ Applets are also limited in the network connections they can make: An applet
is only allowed to make a network connection back to the server from which it
was downloaded. This security hole involves Java’s trusting use of the Domain
Name System (DNS) to confirm that it is allowed to contact a particular host. A
malfeasant using his own DNS server can create a bogus DNS entry to fool the
Java system into thinking that a script is allowed to talk to a host that it is not
authorized to contact.

4+ The security manager allows Java applets to read and write to the network
and to read and write to the local disk but not to both. This limitation was cre-
ated to reduce the risk of an applet spying on the user’s private documents
and transmitting the information back to the server.

To disable Java applets in Netscape, follow these steps:

1. From the menu bar select Edit = Preferences.
2. Select the Advanced tab from the options at the left.
3. Deselect the check box Enable Java.

4. Click the OK button at the bottom of the dialog window.



Chapter 6 4+ Web Browser and Client Security

To disable Java Applets in Internet Explorer, follow these steps:

. From the menu bar select Tools > Internet Options.

. In the pop-up window, select the Security tab.

. In the pull-down list of options, select Internet Zone.

. Below, select the Custom security level check box.

. Click the Settings button. A scrolling list will pop up.

. Scroll down until you see the Java item. Select Disable Java.

. Click the OK button at the bottom of the Settings.

W N D U e W N

. Click the OK button at the bottom of the dialog window.

JavaScript

The designers of JavaScript built security into the language itself. The basic
approach was to eliminate the possibility of JavaScript code doing insecure activi-
ties by not providing commands or objects for those activities. Some examples of
the security issues with JavaScript are as follows:

4 JavaScript cannot open, read, write, create, or delete files. The language
does not have any objects for managing files. A script cannot even list files
and directories.

4+ JavaScript cannot access the network or network resources. The language
does not have any objects for connecting or listening to the network interface.

4 JavaScript can access information available to the browser. Information
such as URL’s, cookies, names of files downloaded, and so on.

4+ JavaScript can only access the domain from which it was downloaded.
The script cannot access any other domain other than the one from which it
originated.

4 JavaScript can make HTTP requests. Scripts can request URLs and send
other HTML information such as forms. This means the scripts could hit CGI
programs that run on the Web server.

Over the years, JavaScript has produced quite a few security vulnerabilities for Web
browsers. Patches and updated browsers have eliminated most of the security
problems. However, the general concept that JavaScript is a potential avenue for
the loss of private data still exists. Therefore, the general recommendation is to
disable JavaScript unless it is explicitly needed for a trusted Web site.

The following steps are for disabling JavaScript on the Netscape browser:

1. From the menu bar select Edit => Preferences.

2. In the pop-up window, select the Advanced tab from the options on the left.
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3. Deselect the check box Enable JavaScript.
4. Deselect the check box Enable JavaScript for Mail and News.

5. Click the OK button at the bottom of the dialog window.
The following steps are for disabling JavaScript on Internet Explorer:
1. From the menu bar select Tools = Internet Options.
. In the pop-up window, select the Security tab from the top.
. In the pull-down list of options, select Internet Zone.

2

3

4. Below, select the Custom security level check box.
5. Click the Settings button. A scrolling list will pop up.
6

. Scroll down until you see the Scripting item. Under Active Scripting, select
Disable and Disable Scripting of Java Applets.

7. Click the OK button at the bottom of the Settings.
8. Click the OK button at the bottom of the dialog window.

Netscape-specific issues

Even though Netscape and Internet Explorer both manage the client end of the
HTTP protocol, they do differ in how the features and configurations are handled.

Encryption

Netscape browsers use either a 40-bit secret key or a 128-bit secret key for encryp-
tion. The 40-bit key was shown to be vulnerable to a brute force attack. The attack
consisted of trying each of the 2#40 possible keys until the one that decrypts the
message was found. This was done in 1995 when a French researcher used a net-
work of workstations to crack a 40-bit encrypted message in a little over a week.

The 128-bit key eliminates the problem of a brute force attack because there are
27128 possible keys instead of 2740. To crack a message encrypted with such a key
by brute force would take significantly longer than the age of the universe using
conventional technology.

Netscape cookies
Setting up cookies in Netscape is different from doing so in Internet Explorer:

1. Select Edit from the Netscape menu and then choose Preferences.

2. In the Preferences window, select Advance.
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3. In the section dedicated to cookies, choose the appropriate setting — your
options are:

e Only accept cookies originating from the same server as the page being
viewed

¢ Do not accept or send cookies

History and cache

The browser stores the URLs of the sites visited as a convenience for the users.
Taken as a whole, this can represent a pattern of usage that many users would
consider private and sensitive. It is recommended that the history settings be
minimized. Also, the history data should be cleared periodically.

In Netscape, you can specify when the history list expires and manually clear the
history list. This can be done with the following steps:
1. Select Preferences from the Edit menu.
2. Choose Navigator from the left frame.
3. Specify when pages in the history list expire by entering the number of days.
4. Clear the history list by clicking the Clear History button.
Browsers use two types of cache: memory cache and disk cache. Both caches

should be cleared to ensure that no one can view information that you have
accessed while using the browser.

In Netscape, the following steps will clear the cache:

1. Select Preferences from the Edit menu.

2. Choose Advance from the left frame and expand the list.
3. Click Cache.

4. Click to clear Memory Cache.

5. Click to clear Disk Cache.

Internet Explorer-specific issues

Internet Explorer is a powerful and feature-rich tool for browsing the Internet.
There are many configuration items available to make Internet Explore more secure.
The Internet Explore configuration options are accessed by selecting the Tools =
Internet Options from the menu.
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General settings

The general settings control the home page, temporary Internet files, and the his-
tory list of visited Web sites.

Users should set their home page to Blank to prevent any Web site from tracking
the behavior of the user. However, setting the home page to a favorite search
engine, such as Google or Yahoo, should be considered low risk.

With regard to the history, cookies, and temporary Internet files, it is advisable to
periodically delete this stored information. These files and cookies can profile a
user and contain sensitive or private information.

Security settings
Internet Explorer orients the Security settings around the Web content zone of the
site to be accessed by the Web browser. In other words, the security settings the
browser uses will depend on which zone the Web site being requested resides in.
The zones are as follows:

4+ Internet

4 Local intranet

4+ Trusted sites

4 Restricted sites

Internet

This zone contains all Web sites the user hasn’t placed in any other zone. In a sense,
this is the default zone. Unless security is relaxed for a particular site, it will be put
into the Internet zone and have default security settings.

This is one zone to which you cannot add sites. By default, all Web sites that are not
added to the Local intranet zone, the Trusted Sites zone or the Restricted Sites
zone, are placed into the Internet zone.

The default security setting for the Internet sites zone is Medium, which entails the
following:

4+ ActiveX requires user acceptance before running.

4+ Unsigned ActiveX controls cannot be downloaded.

4 Scripts and Java applets are enabled.

4+ Files can be downloaded, but prompt before downloading potentially unsafe
content.

4+ The user is prompted before the installation of desktop items.
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Local intranet

This zone is intended to contain all Web sites that are on the user’s organization’s
intranet. These sites are considered to be more trusted than those that default on
the Internet zone.

The Local intranet zone contains local domain names, as well as the addresses of
any proxy server exceptions you may have configured. To be effective, the Local
intranet zone should be set up in conjunction with a local area network (LAN)
proxy server or firewall. The intent is that all sites in the Local intranet zone are
on the local network and inside the firewall.

The default setting for this zone is Medium-low, which provides the following security:

4 Most content will be run without prompts.

4+ ActiveX requires user acceptance before running.
4+ Unsigned ActiveX controls cannot be downloaded.
4 Scripts and Java are enabled.

4+ The user is prompted before the installation of desktop items. This controls
whether or not the user can download and install Active Desktop content.

Trusted sites

This zone contains Web sites that the user trusts will not damage the workstation.
The user should also trust this site with sensitive or personal data. The Security
settings can require SSL for all the sites in this zone.

The Trusted sites zone includes sites that will not damage the workstation. It is
very difficult to trust any site that is outside an individual’s direct control. This
trust may extend to organizational resources that are under the watchful eyes of
network security engineers.

This zone should rarely be used. Few Web sites need the added features of this
zone. Most Web sites that might be put in this zone will probably operate equally
well in the Local intranet zone.

The default security level for the Trusted sites zone is Low and has the following
settings.

4 Minimal safeguards and prompts are provided.

4+ Most content is downloaded and run without prompts.

4+ All scripts, Java, and ActiveX content can run.

Clearly, given these settings, this zone is only appropriate for Web sites that are
absolutely trusted.
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Restricted sites
This zone contains Web sites that could potentially damage your computer or data.

The default security level for the Restricted sites zone is High and has the following
settings:

4 All scripting, Java, and ActiveX is disabled.
4 Files cannot be downloaded.
4 Prompting is required before downloading fonts.

4+ Data sources cannot be accessed across domains. This controls cross-domain
data access, which can open the door to various spoofing attacks.

4 Installation of desktop items is disabled.

Privacy settings
Internet Explorer allows the user to set one of six levels of privacy. These settings,

for the most part, adjust how the browser will deal with cookies. The six possible
settings are as follows:

4 Accept All Cookies— All cookies will be saved on the user’s workstation and
existing cookies can be read by the Web sites that created them.

4+ Low— Third-party cookies that contain sensitive or personal information will
require the user’s permission to be used. Also, third-party cookies that do not
have a compact privacy policy are restricted.

4+ Medium — First-party cookies that contain sensitive or personal information
will require the user’s permission to be used. Third-party cookies that contain
sensitive or personal information will be blocked completely. Also, third-party
cookies that do not have a compact privacy policy are now blocked.

4 Medium High — The settings are the same as Medium, except that now first-
party cookies that contain sensitive or personal information will be blocked
completely.

4+ High — All cookies containing personal data require the user’s explicit permis-
sion to be used. Also, all cookies that do not have a compact privacy policy
are completely blocked.

4+ Block All Cookies— All new cookies will be blocked and existing cookies
cannot be used.
!Note First-party cookies are returned to the Web site that created them in the first place.
-~ Third-party cookies are sent to a Web site that did not create the cookie.

The Privacy settings tab also allows the user to override cookie handling for indi-
vidual Web sites. The user can specify which Web sites are always (or never)
allowed to use cookies, regardless of the site’s privacy policy. The user must enter
the exact address of the Web site to allow or block cookies.
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Content settings

The Content settings deal with the Content Advisor, Certificates, and Personal
information.

The Content Advisor uses a rating system to help the user control the Internet con-
tent that can be viewed on the browser. When enabled, the user can choose to
control four categories, as follows. Each category has five settings from mild to
strong.

4+ Language — controls slang and profanity

4+ Nudity — controls levels of attire and nudity

4 Sexual — controls sexual activity (kissing and so on)

4+ Violence — controls aggressiveness of the violence
The Content Advisor allows the user to set Approved Sites that are always viewable
(or never viewable), regardless of how they are rated. Also, the rating system can be

changed. When the user leaves the Content Advisor enabling windows, they are
prompted to enter a password for controlling further changes to the Content Advisor.

The Content settings allow users to view, add, and delete certificates. Additionally,
the user can add or delete certificate authorities that will validate certificates
received by the browser.

The Personal information settings allow the user to enter personal profile informa-
tion. This is done by creating a new entry in the Address Book. Typical information
in the profile would include name, e-mail, home and business addresses, spouse
and children’s names, birth date, and a digital ID. It is recommended that such per-
sonal information not be stored with the browser or be made browser accessible.

Advanced settings

Internet Explorer has quite a few advanced settings. The following list shows some
of the settings relevant to security. These settings are recommended, unless other-
wise noted:

4+ Notification about script errors can be disabled. This is not recommended
because script errors may be an indication of an attack.
4+ Java 2 to be used for Java applets.

4+ Enable or disable Java console, Java logging, and use of the JIT compiler for
virtual machine.

4+ Check for publisher’s certificate revocation.
4 Check for server certificate revocation.

4 Check for signatures on downloaded programs.
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4+ Save encrypted pages to disk.
4+ Empty temporary Internet files when browser is closed.
4+ Enable integrated windows authentication.

4+ Enable profile assistant. This is not recommended because personal informa-
tion may be disclosed.

4 Use SSL 2.0, SSL 3.0, and TLS 1.0.
4+ Warn about invalid site certificates.
4+ Warn if changing between secure and not secure mode.

4+ Warn if forms submittal is being redirected.

Encryption

It is recommended that 128-bit encryption be used in Internet Explorer. When using
SSL, a solid padlock will appear on the bottom right of the screen. To determine
whether 40-bit or 128-bit encryption is in effect, select Properties from the File
menu. This opens the document information page and will indicate whether weak
(40-bit) or strong (128-bit) encryption is in use.

Summary

For many nontechnical people, the power and usefulness of the Internet is personi-
fied in their Web browsers. Web browsing is by far the most popular use of the
Internet. The combination of being very convienent and popular makes the Web
browser a favorite target for viruses and other attacks. Some of the key steps that
can be taken to allow for safe browsing on the Internet are as follows:

4+ Keep current with Web browser patches.

4+ Use antivirus software.

4+ Use secure sites for financial and sensitive transactions.

4+ Secure the network environment.

4 Avoid using private information while browsing.

4+ Take care when changing browser settings.

+ o+ 0+



Web Security

Around the year 2000, the language of the Internet transi-
tioned from File Transfer Protocol (FTP) to Hypertext
Transfer Protocol (HTTP). This marked the broad acceptance
of the World Wide Web. Web sites are accessed by engineers,
businessmen, clerks, teachers, students, parents, grandpar-
ents, children, and everyone in between, and security is a
significant element of every one of these transactions. Even
activities as simple as checking the local weather or shopping
online for a gift can be the target of a malicious attack.

This chapter discusses network security as it is applied to the
World Wide Web, in particular, communication that takes
place over HTTP. Details of not only how the protocol works
but why and the associated security issues are described. In
conclusion, it describes a method for implementing a secure
e-comimerce site.

What Is HTTP?

HTTP is a generic communication protocol used to transfer
requests, responses, and data between Web clients and
servers. Data transfer can be in the form of plain text, format-
ted text, or encoded binary.

Although not as common, this extensible protocol is occasion-

ally used by clients accessing proxies and gateways that com-
municate to servers in other protocols. These gateways
provide the ability for HTTP to communicate with the
following:

4 Simple Mail Transfer Protocol (SMTP)

4+ Network News Transfer Protocol (NNTP)

4 File Transfer Protocol (FTP)

4 Post Office Protocol (POP)

4+ Wide Area Information Servers (WAIS)

4+ Gopher servers
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HTTP rests on top of the layer 4 Transmission Control Protocol (TCP) transport
protocol. Each HTTP session initiates with the TCP three-way handshake and is ter-
minated with an acknowledged FIN packet. Most HTTP traffic takes place across
TCP port 80.

HTTP has a range of commands, or methods, it can use. Although by design it is
capable of much more, security concerns and lack of necessity have reduced HTTP
to a small handful of common methods. These methods, their purpose, and syntax
are described in the following list:

4+ GET — A request from the client to retrieve an object from the server. It has
the following syntax:

GET Request-URI Version

An example follows:
GET / HTTP/1.1

Request-URI is the object of interest on the Web server. When viewing a Web
site’s root directory (for example, www.yahoo.com versus www.yahoo.com/
travel), the URIis simply /. Although not a requirement, Web clients gener-
ally include the maximum version of HTTP that they support. This ensures
that both the client and server communicate using the same feature set. The
option not to include the version is referred to as a simple request and is pro-
vided for backward compatibility with HTTP/0.9. The response to this request
from a Web server is in the form of a status number (200, if successful), and
the content of the requested object.

4+ HEAD — A request from the client to retrieve meta-information about an
object from the server. It has the following syntax:

HEAD Request-URI Version

An example follows:
HEAD / HTTP/1.1

The only difference between a GET and a HEAD response is that the HEAD does
not actually return the body of the Request-URI. It is used to find out meta-
information about the server and verify the status and existence of an object
prior to receiving it. For example, it can be particularly useful to determine if a
site has changed from its last viewing without retrieving it. All other header
fields within the response exist and are identical.

4+ POST — A request from the client to send an object to a handler on the server.
It has the following syntax:

POST Request-URI Version
An example follows:
POST /cgi-bin/message.cgi HTTP/1.1

Request-URI is the Web page intended to receive the posted data. POST is
commonly used in forms to submit a message to a bulletin board, newsgroup,
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Web-based e-mail, or to send data for handling by a database or active con-
tent script.

4+ PUT — A request from a client to send an object and place it directly on the
server. It has the following syntax:

PUT Request-URI Version

An example follows:
PUT /home/mypage.html HTTP/1.1

Request-URI is the location that the client would like the data placed at on
the server. PUT is occasionally used to provide authorized users with a means
of uploading content directly to a Web site. Additional security precautions
must be taken with servers that are configured to accept this method.

4+ DELETE — A request from a client to delete an object from the server. It has
the following syntax:

DELETE Request-URI Version

An example follows:
DELETE /home/invitation.html HTTP/1.1

Request-URI is the location of the object that the client would like to delete
from the server. Similar to PUT, DELETE is generally not supported by most
Web servers. It is dangerous to provide outside users with the ability to
modify content on a Web site.

How Does HTTP Work?

HTTP operates through a simple request and response model. The client, or Web
browser, initiates a session by issuing a request method and a request object (that
is, Request-URI). The Web server processes and handles this request and the
appropriate response is returned to the client.

Figure 7-1 shows the basic request and response model used in an HTTP session.
Figure 7-2 provides examples of successful and unsuccessful HTTP requests from
an Apache Web server log file.

GET / HTTP/1.1 m
request %
O o] HTTP/1.1 200 OK ) D
@ 5 o <HTML>Web site content</HTML>
__ response
L
User client Web server

Figure 7-1: The basic request and response model used in an HTTP session

239



240

Part Il + Operating Systems and Applications

use of the HEAD
method

[15/Aug/2004: 08:57:52] "Head / HTTP/1.0" 2000 "-" "-"

this file does not
exist on the server
[15/Aug/2004: 10:49:23] "GET /robots.txt HTTP/1.1" 404
an image and not a web
page is the object of interest
[15/Aug/2004: 13:33:20] "GET /uberhaxor.gif HTTP/1.0" 200 55301
standard request for the
"main” page of a web site
[15/Aug/2004: 14:25:07] "GET / HTTP/1.1" 200 1755
malicious attempt to execute a
command that is not allowed
[15/Aug/2004: 16:34:16] "CONNECT 1.3.3.7:1337 HTTP/1.0" 405

Figure 7-2: Examples of various successful and unsuccessful HTTP
requests from an Apache (www.apache.org) Web server log file

Beyond the HTTP method and Request-URI, the HTTP header contains additional
fields both on the request and response packets. A standard HTTP request header
looks like this:

GET / HTTP/1.1

Host: www.wiley.com

User-Agent: Mozilla/5.0 (X11; U; Linux i686; en-US; rv: 1.4)
Gecko/20030626 Netscape/7.1

Accept: text/xml, application/xml, application/xhtml+xml,
text/html; g=0.9, test/plain; g=0.8, video/x-mng, image/png,
image/jpg, image/gif; g=0.2, */*; g=0.1

Accept-Language: en-us, en; g=0.5

Accept-Encoding: gzip, deflate

Accept-Charset: 1S0-8859-1, utf-8; g=0.7, *; q=0.7
Keep-Alive=300

Connection: keep-alive

The first line describes the method and Request-URI, which in this case is a
request to retrieve a Web site’s root directory (that is, /). Host identifies that the
Web site requested is www.wiley.com.

Web content is not yet What-You-See-Is-What-You-Get (WYSIWYG, pronounced WiZ-
zee-wig). Formatting and other content interpretation varies across Web browsers.
Therefore, many Web sites tailor the appearance of a Web page to the specific
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browser. The User-Agent field identifies the type of the Web client used, and
scripts can be implemented on the server to substitute the Web pages accordingly.

Accept describes each of the data formats that is supported by the browser. This is
followed by language preferences. To reduce bandwidth and transfer binaries, many
Web sites encode and compress data prior to sending it. Browsers that support this
indicate it in the Accept-Encoding field.

1S0-8859-1 is the character set that is the preference for this client. US-ASCI 1 is
also a common default for the Accept-Charset field.

Keep-Alive is a TCP timeout option that is associated with persistent connections,
which are discussed in detail later in this chapter.

When this request is received, the Web server processes it and sends a response.
The response in this case is as follows:

HTTP/1.1 301
Location: /WileyCDA/

The code 301 informs the Web client that the main page now permanently resides
at /WileyCDA/ instead of /. The browser then automatically reissues a request, but
this time Request-URI is different.

GET /WileyCDA/ HTTP/1.1

Host: www.wiley.com

User-Agent: Mozilla/5.0 (X11; U; Linux i686; en-US; rv:1.4)
Gecko/20030626 Netscape/7.1

Accept: text/xml, application/xml, application/xhtml+xml,
text/html; g=0.9, test/plain; g=0.8, video/x-mng, image/png,
image/jpg, image/gif; q=0.2, */*; q=0.1

Accept-Language: en-us, en; g=0.5

Accept-Encoding: gzip, deflate

Accept-Charset: IS0-8859-1, utf-8; q=0.7, *; g=0.7
Keep-Alive=300

Connection: keep-alive

Following the correct request, the Web server issues the following response:

HTTP/1.1 200 OK

Date: Wed, 25 Aug 2004 16:06:44 GMT

Server: Apache/1.3.20 (Unix)

Set-Cookie:
JSESSTONID=0000NB14CONYTVMALW3KGM5VX4T:vpkOgcu;Path=/
Cache-Control: no-cache="set-cookie, set-cookie2"
Expires: Thu, 01 Dec 1994 16:00:00 GMT
Connection: Keep-Alive

Transfer-Encoding: chunked

Content-Type: text/html; charset=1S0-8859-1
Content-Language: en

[ the body of the website ]
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The response code 200 indicates that the request was processed correctly, and that
the requested URI is in the body of the response. Just as the request identifies the
type of client used, this response indicates that Apache version 1.3.20 is used for
the Web server.

In addition, this response sets the nonpersistent cookie JSESSIONID for the entire
site. Nonpersistent means that the expiration date is not set for a date in the future,
and therefore the cookie will be removed from memory when the browser is termi-
nated. Persistent cookies are written out to the hard drive and are references in
subsequent browser sessions. Following the setting of this cookie, all subsequent
requests to this site during this session contain the following additional field below
Connection:

Cookie: JSESSIONID=0000NB14CONYTVM4LW3KGM5VX4TI:vpkOqgcu

This allows the Web server to track activity from this browser. Cookies and other
tracking mechanisms are explored in further detail later in this chapter.

HTTP implementation

There are two primary releases of HTTP: 1.0 and 1.1. Versions are defined with a
“<major>.<minor>" notation and are meant to provide formatting and capability
information by the sender for the receiver. Minor numbers are incremented when
changes are made that do not affect the overall parsing algorithm, and major num-
bers are incremented otherwise.

HTTP/1.0 and previous releases are inefficient. Unless unofficially supported by
the browser through a keep-alive mechanism, unnecessary overhead TCP chatter
occurs with these versions.

As a demonstration, think of an HTTP session as a telephone call. The initial three-
way TCP handshake is analogous to the receiver answering, “Hello,” the caller ask-
ing, “Is Penny there?” and the receiver responding, “Yes, this is Penny.”

The HTTP portion of the phone call comes after this handshake when the caller
asks Penny a question and Penny answers. When the caller has multiple questions
to ask, it is most efficient for the questions and responses to occur in a single tele-
phone call.

HTTP/1.0 and older versions instead re-implement the 3-way handshake for each
question. This would instead create a conversation that sounds something like the
following:
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Receiver: Hello?
Caller: Is Penny there?
Receiver: Yes, this is Penny.
Caller: Great, how are you?
Receiver: [am doing well thank you
Caller: Bye
Receiver: Bye <HANG UP>

Receiver: Hello?
Caller: Is Penny there?
Receiver: Yes, this is Penny.
Caller: Will you be attending Stan’s party tomorrow?
Receiver: Yes, | would not miss seeing him!
Caller: Bye
Receiver: Bye <HANG UP>

Receiver: Hello?
Caller: Is Penny there?
Receiver: Yes, this is Penny.
Caller: Would you like to ride together to the party?
Receiver: Yes, you pick me up at 6:00pm
Caller: Bye
Receiver: Bye <HANG UP>
When Web pages were first created, bandwidth was restrictive and most pages con-
tained only one or two objects at the most. Although inefficient, this duplication of
TCP sessions was not prohibitive at the time. However, now it is not uncommon for
a single site to have dozens of objects. Creating an entirely new TCP connection

for each object (no matter how large or small) exponentially increases the network
traffic, which is unacceptable.

Figure 7-3 illustrates how separate TCP sessions must be created for the transfer of
both the Web page and the image located on it using HTTP/1.0.
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TCP SYN
Web page TCP SYN/ACK——>
TCP ACK
<— HTTP Request
TCP ACK——>
HTTP Response ——>
<«——TCP ACK
TCP FIN/ACK—>
<——TCP ACK
<——TCP SYN |
TCP SYN/ACK——>
<—TCP ACK
<— HTTP Request web browser
TCP ACK——>
HTTP Response ——>
<«——TCP ACK
TCP FIN/ACK—>
<——TCP ACK

Figure 7-3: HTTP/1.0 inefficiently establishes a new TCP connection for each object
received during a Web session. The main Web page is first retrieved, followed by
separate connections for each image, and so on. HTTP communication (highlighted
above) is minimal compared to the overhead associated with creating and
terminating a new TCP connection for each object.

To compound the inefficiencies of HTTP/1.0 and previous versions, TCP was devel-
oped to be most efficient over long sessions.

For smaller sized objects, the slow-start algorithm used in TCP actually forces the
transfer to operate at its smallest (and hence slowest) capacity. Transactions of
this nature will often be completed before the window size can be ramped up to
accommodate the true capacity of the network.

Persistent connections

In 1999 the IETF released the standard for HTTP/1.1 as an improvement to deal with
these performance issues. This enhancement uses persistent connections so that
multiple objects can be transferred over each TCP session. In addition to reducing
the amount of overhead associated with creating or closing connections, persistent
connections provide the ability to maximize window size by already knowing the
negotiated maximum. Otherwise, each operation would itself be forced to start
slow and negotiate up as was done previously.
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What Does “Slow Start” Mean?

Slow start refers to an algorithm that has been built into modern implementations of TCP. It
came about after older releases allowed the transmitter to send multiple packets blindly across
a network that were up to the publicized window size of the receiver. This is highly efficient
when both hosts reside on the same subnet, but when they are separated by a router this can
be dangerous. Denial-of-service attacks can take advantage of this queuing and cause a router
to run out of memory by sending large packets faster than the router can transmit them.

1000 bytes | 1000 bytes
1000 bytes | 1000 bytes

Browser Web server

Figure 7-4: Packets that are too large for routers or gateways
are divided and the remaining packets are queued to be sent.

If the intermediate router or network is sized to handle a smaller window it must queue up the
packet, divide it into multiple packets of an allowable size, and retransmit. This queuing can
slow throughput and, even worse, cause the router to run out of memory (a security concern).

To prevent this event from unintentionally taking place, the sender also establishes a size
restriction. This restriction is referred to as the congestion window (cwnd) size in the TCP
header. This value gets initialized upon the start of a connection as the size of one segment,
typically 512 bytes. Every received ACK packet indicates that the size is allowable across the
entire path between the two servers, and the value increases exponentially (that is, transmit 1:
1 segment, transmit 2: 2 segments, transmit 3: 4 segments, and so on). Eventually the
transmission will be beyond the allowable size of the network, and the sender will not
receive an ACK. This enables the sender to identify the maximum window size in an effi-
cient manner. Slow start provides a graceful sanity check that the maximum allowed size by
the receiver is an accepted value across the entire network.

You can read more about the slow start algorithm in RFC 2001, at www. fags.org/rfcs/
rfc2001.html.
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/'Note

The previous implementation of HTTP initially tried to accommodate this concept
by issuing the keep-alive extension. However, this extension did not deal with the
circumstance in which there was more than one proxy between the sender and
receiver. In addition, keep-alive was only unofficially supported, which meant that
not all browsers accommodated it.

Unless the request header field explicitly indicates the following; HTTP/1.1 will
allow multiple requests to be sent across a single TCP session:

Connection: close
As illustrated in Figure 7-5, the HTTP/1.1 protocol establishes a new TCP connection

only at the start of the session. All data for the Web site is passed using this existing
connection, which also alleviates inefficient use of the slow start functionality.

<—TCP SYN
TCP SYN/ACK——>
Web page <~——TCP ACK
<— HTTP Request
TCP ACK——>
HTTP Response —>
<——TCP ACK
<—— HTTP Request -
TCP ACK——> Client
web browser
HTTP Response ——>
<«<——TCP ACK
TCP FIN/ ACK——>
<—TCP ACK

Figure 7-5: The efficient HTTP/1.1 protocol only establishes a new TCP connection
at the start of the session.

Each TCP segment can actually contain multiple requests and responses, which
pipelines the queue of operations. The second major improvement in HTTP/1.1 is
that it enables compression of the data being transmitted.

This compression is generally implemented on UNIX-based Web servers using the

-~ GNU zip (gzip) algorithm, as defined in RFC 1952. This compression is based on

the Lempel-Ziv coding (LZ77) with a 32-bit CRC. Alternatively, a Web site may use
compress which is an adaptive Lempel-Ziv-Welch (LZW) coding, or deflate,
which uses the zlib format defined in RFC 1950.
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Where Did Hypertext Originate?

Although popularity of the World Wide Web only started in the early nineties, the concept of
Hypertext dates back to 1945. It was President Franklin D. Roosevelt's science advisor, Dr.
Vannevar Bush, who first proposed the concept in his article “As We May Think” about the
design of a future device that he named the memex. As the following caption from this arti-
cle describes, this device was intended to provide the capability to efficiently store and
search for information in a manner similar to that of the human mind:

..It affords an immediate step, however, to associative indexing, the basic idea

of which is a provision whereby any item may be caused at will to select imme-
diately and automatically another. This is the essential feature of the memex.
The process of typing two items together is the important thing... [the human
mind] operates by association. With one item in its grasp it snaps instantly to
the next that is suggested by association of thoughts, in accordance with some
intricate web of trails carried by the cells of the brain.

Twenty years later, Ted Nelson coined the phrase hypertext in his paper “Complex informa-
tion processing: a file structure for the complex, the changing, and the indeterminate,”
which was presented at the 1965 ACM 20th National Conference:

...Let me introduce the word “hypertext” to mean a body of written or pictorial
material interconnected in such a complex way that it could not conveniently be
presented or represented on paper. It may contain summaries, or maps of its
contents and their interrelations; it may contain annotations, additions and foot-
notes from scholars who have examined it. Let me suggest that such an object
and system, properly designed and administered, could have great potential for
education, increasing the student’s range of choices, his sense of freedom, his
motivation, and his intellectual grasp...Such a system could grow indefinitely,
gradually including more and more of the world’s written knowledge.

Two vyears later, in 1967, a team of researchers led by Dr. Andries van Dam at Brown
University developed the first hypertext system, Hypertext Editing System. This research was
funded by IBM and later sold to the Houston Manned Spacecraft Center where it was used
for the Apollo space program documentation. Around that same time, Doug Engelbart from
Stanford University (who invented the mouse) introduced his oN Line System (NLS). This
system debuted in 1968 as a “shared journal” that housed over 100,000 papers, reports,
memos, and cross references.

Complications occur when a proxy or gateway forwards traffic that is a different
version than its own capability. In this case, selection of the version is almost
always chosen to reflect the capability of the most recent sender. For example, if
the Web server was HTTP/1.1 but the proxy only supports HTTP/1.0, the message is
downgraded to HTTP/1.0 because it reflects the highest possible value of its trans-
mitter (which, in this case, is the proxy). Alternatively, the proxy can instead
choose to send an error message or tunnel the traffic.
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When the transmission is forwarded with a version higher than the originating
server, there are several potential outcomes. In the case of caching proxies, gate-
ways have the option of upgrading, and tunnels do not change the version number
at all.

The client/server model

The fundamental design for most network-based applications, particularly those on
the Internet, is the client/server model. The names client and server are also com-
monly used to categorize computers on a network based on their functionality.

In this case, there are two categories —those that want something (the clients) and
those that have something (the servers). Although popular, this terminology is
technically incorrect because the servers are also clients of other applications. For
our purposes, client refers to the application (Web browser) on the host that is
interacting with the remote computer’s server application (Web server).

The most prevalent example of a client when it comes to the Internet is a Web

browser. As discussed in Chapter 6, a browser is responsible for managing commu-
nication between the user and a Web server (see Figure 7-6).

el

Local user computer Remote hosting computer
Netscape Browser Communication Protocol
Web Client s
HTML
IS Files
Application
Web Server [ Active
Content

Figure 7-6: Client/Server interaction depicted in Web browsers and servers

Initiation occurs when the user enters a URL (for example, www.google.com) into
the client browser. The client indicates what it wants from the server by sending a
GET request. The server that maintains all of the information responds back to the
client with a PUT method containing the requested data.
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This client/server relationship can be seen in other common Internet activities
such as e-mail. Just as the post office stores and processes physical mail, e-mail is
first stored in an electronic mailbox managed by a mail server. E-mail clients, such
as Eudora or Outlook Express, send requests to the mail server using a specified
protocol (generally SMTP). The mail server processes this request and forwards
e-mail to a client where it can be viewed and processed by the user.

Put

In HTTP the well-known POST method is used to upload message board postings,
credit card and address information for online purchases, and Web-based e-mail.
Although not commonly implemented because of security issues, HTTP also pro-
vides the PUT method for uploading information.

The difference between the two is in the meaning of Request-URI. For POST, the
URI refers to the program on the server that is responsible for receiving and pro-
cessing the information that you upload (for example, registration_form.cgi).
For a PUT request, the URI actually refers to the location on the server where you
would like the information placed.

/' Note This is of significant concern from a security standpoint because users are able to
-~  actively modify the actual content of the Web server without intervention.

If absolutely required, servers should only support the PUT capability for users to
administer their own files and directories. Authoring clients such as Dreamweaver
(www.macromedia.com)and Amaya (www.w3.0rg/amaya) support this feature.
Instead of saving the modified page and manually transferring it to the Web site,
these clients enable you to save directly to the remote Web site.

Because of obvious security concerns, most servers do not support this functional-
ity remotely by default. However, be warned that some do. For example, by default,
the Sambar Server (www.sambar.com) is configured to allow the admin user to put
files on the server. This capability must be disabled or the password changed prior
to allowing remote access to this server. Attackers prey on configuration errors
such as this by scouring the Internet for potentially misconfigured domains that
use this type of server.

In general, the concept of allowing a user to upload information without some sort
of processing engine (as is the case with POST) is a security risk. Even when loca-
tions and size restrictions are placed on the PUT requests, a malicious user can still
potentially use this mechanism to exploit the server. For example, the user could
upload a Web page that is purposefully vulnerable. When exploited it could provide
unrestricted access to the attacker.
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Get

The GET method is associated with retrieving content from a Web server rather
than modifying it. As discussed previously, it is used to retrieve pages and other
objects such as images from Web servers when a Web client requests them.
Because of this, the GET method is itself not a security risk like PUT.

Security concerns associated with GET actions are instead focused on ensuring the
integrity and functionality of the server application itself and any active content.
GET is still an interface between a potentially malicious user and the server. Any
inputable pages involved in this method should be closely analyzed and tested

for faults.

Burstable TCP

The popularity of a Web site is difficult to project. This can be especially true for
novel ideas that suddenly become the latest craze. Take the “This Land” parody
released by JibJab in July 2004. The obscure Web site www. jibjab.com released a
parody of Senator John Kerry and President George Bush set to the tune of “This
Land Is My Land” by American folk artist Woody Guthrie. This online cartoon movie
instantly became a global sensation and launched the Web site into celebrity status.

Within a matter of days, news of their Web site had traversed across the globe. The
two brothers that created the site were interviewed on Fox news, CNBC’s Squawk
Box, Jay Leno, and other top-rated television shows.

Between this publicity, word of mouth, and e-mail referrals, this site had a monu-
mental spike in network traffic. From the JibJab blog:

Ever since Brian Wilson put us on FOX News, our server has been buckling
under pressure, serving millions and millions of movies around the world. It’s
amazing to think that two brothers in a warehouse in Santa Monica can create
and distribute a cartoon worldwide without the help of a mega-media con-
glomerate. The Inter-web is a beautiful thing! . . . We’re on track to do 30 ter-
abytes of data transfer this month.

Gregg and Evan Spiridellis
http://www.jibjab.com/blog

Rather than being bound to a fixed-size bandwidth, burstable TCP service provides
a safety net to clients that allow peak bursts of activity to be handled smoothly
without paying the high fees for dedicated access. Fees charged to customers are
based on bandwidth utilization and not preset bandwidth requirements. For exam-
ple, imagine that your company averages 250K/sec worth of traffic each month, but
on occasion (following commercials) your Web site utilization can spike to as high
as 11mbps. With burstable access, you are only charged a fraction of what you
would have to pay for a full 11mbps dedicated line.
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The benefit of this is that as the customer you pay only for what you use, and as the
provider you have excess bandwidth that can be distributed as needed to other
customers.

HTML

HTML is a formatting language used extensively in the World Wide Web. It is an
application of the International Standard Organization (ISO 8879) for hypertext, the
Standard Generalized Markup Language (SGML).

Instead of physically changing the appearance of the text, it is surrounded with
markup symbols, referred to as fags, which indicate how it should be displayed. For
example, the following formatting would bold a section of text:

<B>HTML is also used in many chat programs!</B>

The first tag, <B>, indicates that the browser should begin bolding text, and the sec-
ond tag, </B>, indicates that it should end bolding. In addition to formatting such
as background and foreground configuration, HTML provides symbols to indicate
how a browser should display and interpret links and images.

A typical HTML page is composed of a head and body section. The head section
contains information about the page such as its title and meta-information used by
search engines, and the body contains the actual viewable content on the page. An
example format of a typical HTML page follows:

<HTML>
<HEAD>
<TITLE> An example of HTML </TITLE>
</HEAD>
<BODY>
<CENTER><FONT SIZE=25>HTML demonstration</FONT></CENTER>
<BR>
<BR>
HTML is merely a means of formatting.
<BR>
<BR>
Netscape's HTML Central is a good
<A HREF="http://devedge.netscape.com/central/html">guide</A>.
</BODY>
</HTML>

Because HTML does not posses any active content, it is a minimal security risk.
Note, however, that additional content such as JavaScript and ActiveX objects can
be embedded within Web pages, which could potentially be dangerous.
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Server Content

Active content on a Web site is composed of server-side executables and client-side
executables. The host executing the content should be the most concerned with its
security. This section focuses on the server side, which includes Common Gateway
Interface (CGI) and PHP.

CGl scripts

The Common Gateway Interface was the first interface designed to provide develop-
ers with the capability to produce dynamic content on their Web sites. With this
introduction, suddenly pages began to transform from informative but stale HTML
to active feedback environments. The first search engines, registration sites, Web-
based chat forums, and online database queries were implemented using CGI.

The execution component of a CGI script can be written in any programming lan-
guage that can execute on the host machine (Perl, Python, Shell, C, C++, and so on).
Because of its ability to parse text easily, Perl tends to be the most popular of the
choices. To be most effective, this language should be able to read from the stan-
dard input stream, output to the standard output stream, and read environment
variables. Examples of commonly used environment variables used in active con-
tent are listed in Table 7-1.

Table 7-1

Commonly Used Environment Variables
Environment Variable Purpose
REQUEST_METHOD How the script was called, usually POST, GET, or HEAD
HTTP_REFERER URL of the form
REMOTE_ADDR IP address of the remote client
REMOTE_HOST Name of the remote client
REMOTE_USER Authenticated username (if supported)
CONTENT_TYPE Content type of client-submitted data
CONTENT_LENTH Length of the client-submitted content
HTTP_USER_AGENT Type of browser used by the client

CGI scripts are located in a specified directory within a Web server (usually
/cgi-bin). Although they are physically separated from sensitive system files,
configuration errors can lead to access by malicious users.
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PHP pages

CGl is an interface, and PHP is a language. Just as CGI provides the ability to embed
Perl and other languages directly into HTML, PHP is directly embedded.

The following example of a PHP page shows how they are commonly implemented.
It randomly selects a URL for a book each time someone visits the page.

<?
$url = array(
"http://www.wiley.com/WileyCDA/WileyTitle/
productCd-0764519956.htm1",
" http://www.wiley.com/WileyCDA/WileyTitle/
productCd-0471493031.htm1",
" http://www.wiley.com/WileyCDA/WileyTitle/
productCd-0471486663.html1",
" http://www.wiley.com/WileyCDA/WileyTitle/
productCd-047139470X.html ");

$subject = array(
"HTML",
"E-Commerce",
"Java",
"Testing");

$title = array(
"- HTML 4 For Dummies, 4th Edition",

- E-Commerce: Fundamentals and Applications",

- Java Tools: Using XML, EJB, CORBA, Servlets and
SOAP",

- Testing Applications on the Web: Test Planning
for Internet-Based Systems");

srand(time());

$sizeof = count($url);

$random = (rand()%$sizeof);
print("<center><a href=\"
$url[$random]J\">$subject[$randoml</a>
$titlel[$random]</center>");

7>

Like CGI scripts, PHP is able to read and interpret environment variables. For exam-
ple, the following line will display the type of Web client that the individual viewing
the page is using:

<?php echo $HTTP_USER_AGENT; ?>

253



254  Partll + Operating Systems and Applications

Client Content

Client-side active content executes directly on the computer of the user that is
browsing the Web site. Scripting languages such as JavaScript are either embedded
directly into the HTML where they are interpreted by the browser, or executable
content is downloaded and run separately. Popular examples of client-side active
content include JavaScript, Java, and ActiveX.

JavaScript

The HTML markup tag <SCRIPT> is used to identify a section of JavaScript within a
Web page. Following is an example that causes the browser to execute an alert box
with a message for the user.

<HTML>
<HEAD>

<TITLE> An example of JavaScript </TITLE>
</HEAD>
<BODY>
CCENTER>This is a simple example of JavaScript</CENTER>
{SCRIPT>

alert("This is an example of an alert!")
</SCRIPT>
</BODY>
</HTML>

Security considerations

The primary security issue related to JavaScript is that when viewed on a Web site
it has the ability to open new browser windows without your permission. Just by
adding the following lines to an HTML file, the Web site www.google.com will open
in a separate window without any interaction by the user.

{SCRIPT>

window.open("http://www.google.com", "" + 0 + "', "toolbar=0,
scrollbars=1,location=0,statusbar=0,menubar=0,resizable=0,
width=1152,height=864");

</SCRIPT>

This is one of the ways that Web sites create pop-up advertisements. While those
ads can be annoying, they are generally not security threats. The danger comes
when the opened Web site is operated by a malicious user. These types of attacks
have been known to be capable of stealing passwords, PINs, credit card numbers,
cause the computer to crash, and monitor all activity performed by the browser.

Although all current (known) vulnerabilities have been patched, JavaScript has the
potential to access anything that the browser can if a new vulnerability is discovered.
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As with any client-side executable, JavaScript should be disabled if high security is a
concern and sensitive information is present on the host computer.

Java

Java is a language created by Sun Microsystems in 1991 to provide a method to exe-
cute programs without any platform dependence. Although originally intended for
small consumer electronic devices such as VCRs, toasters, and television sets, its
popularity soared in 1994 when it was used across the Internet.

The sandbox and security

The Java security model is based on the notion of a sandbox. This environment
resides on the host computer that is executing the Java application, and is designed
to confine the program to a small play area. This play area is the sandbox, and it
contains no critical resources. All access is explicitly granted by the user.

By default, the application only has access to the central processing unit (CPU), the
display, the keyboard, the mouse, and its own memory. This provides the program
with what it needs to run, but does not afford it what it needs to be dangerous.

Trusted applications can be provided larger boundaries and access to additional
information. For example, applications that share files or documents may require
additional access to the hard drive.

The Java sandbox is composed of the following:
4+ Permissions — Explicit statements of actions that applications are allowed to

execute and resources that they are allowed to access.

4 Protection domains — Collections of permissions that describe what actions
applications from domains are allowed to execute and resources that they
can access.

4 Policy files— Contains protection domains.

4+ Code stores— The sites that the applications are physically stored on prior to
execution on the host.

4+ Certificates— Used to sign code to convey trust to a user that you are the
developer of the application.

4+ Key stores —Files that contain the certificates for Web sites. Key stores are
queried to identify who signed the application code.

Figure 7-7 depicts the Java security model.
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Figure 7-7: The Java security model involves the policy
file, protection domain, code sources, key stores, and

certificates

Types of Java permissions
Table 7-2 shows the different permissions that are allowed in Java and what the

resulting actions are.

Table 7-2
Java Permissions Summary
Type Name Actions
java.io. File to perform action on Read, write, delete, execute

FilePermission

java.net.
SocketPermission

java.util.
PropertyPermission

java.lang.
RuntimePermission

hostname:port

Java virtual machine that you
want to perform action on

Specific to the class, examples
within the core Java API include
the following:

createClassLoader,
readFileDescriptor, exitVlV,
and set/O

Accept, listen, connect,
resolve

Read, write

Actions are not used; you
either have permission to
execute the specific runtime
operation or you do not
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Type Name Actions
Java.awt. accessClipboard, accessEventQueue, Not used
AWTPermissions createRobot, listenToAIIAWTEvents,
readDisplayPixels, and
showWindowWithoutWarningBanner
Java.net. specifyStreamHandler, Not used
NetPermission setDefaultAuthenticator,
requestPasswordAuthentication
Java.security. There are several; popular Not used
SecurityPermission examples include the following:
addldentityCertificate, getPolicy,
setPolicy, setSystemScope
Java.io. enableSubstitution, Not used
SerializablePermission  enableSubclassimplementation
Java.lang.reflect. suppressAccessChecks Not used
ReflectPermission
Java.security. None Not used

AllPermission

ActiveX

ActiveX is one of the most powerful technologies available today. Using it, software
can be automatically downloaded, installed, and executed. ActiveX can be thought
of as a self-installing plug-in. If configured by the browser, Web pages that contain
an OBJECT tag are automatically acted upon simply by viewing.

The original Microsoft code name for ActiveX was sweeper. It was formally
announced at a San Francisco conference in 1996. Although most consider it a
browser-related technology, it is also a part of Microsoft Outlook, Outlook Express,

and Office applications.

The ActiveX 0BJECT tag requires the following attributes:

4+ CODEBASE — The URL of the program that is to be downloaded and executed
on the host computer

4 CLASSID — A unique value assigned to each ActiveX component that is used
to specify what controls you are using

4+ ID — A value that can be arbitrarily set to any value that is used to identify the
control for use within a Web site
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4+ TYPE — An optional field that is almost always set to application/
x-oleobject (the MIME type for ActiveX controls)

4+ WIDTH — The width of the ActiveX visual object on the page
4+ HEIGHT — The height of the ActiveX visual object on the page
4+ ALIGN — The alignment of the ActiveX visual object on the page

ActiveX pages also require the PARAM tag, which has a NAME and a VALUE attribute.
NAME is used to specify a control that is to be set, and VALUE specifies what it
should be set to.

Following is an example of an embedded Flash movie that downloads and runs
Shockwave. Also demonstrated is that despite the common misconception, not all
Web sites that implement ActiveX are malicious. This sample is actually used to
execute a scrolling cartoon menu bar on www.sesamestreet.com.

<OBJECT classid="clsid:D27CDB6E-AE6D-11cf-96B8-444553540000"
codebase="http://download.macromedia.com/pub/shockwave/cabs/f
lash/swflash.cabffversion=4,0,2,0"

ID=movie WIDTH=770 HEIGHT=310>

<PARAM NAME=movie
VALUE="/sesamestreet/scroller/swf/scroller_page.swf?server%5F
name=wwwk2Esesameworkshop%2Ecom&swf%5Fpath=%2Fsesamestreet’%2F
scroller%2Fswf&name=games&filter=6&focus%5Fitem=&num%5Ffilter
s=6">

<PARAM NAME=quality VALUE=high>

{PARAM NAME=bgcolor VALUE=#3366CC>

<PARAM NAME=menu VALUE=false>

<EMBED
src="/sesamestreet/scroller/swf/scroller_page.swf?server%5Fna
me=wwws2EsesameworkshopbZ2Ecom&swf%bFpath=%2Fsesamestreet’2Fsc
roller%2Fswf&name=games&filter=6&focus%5Fitem=&num%5Ffilters=
6" quality=high bgcolor=#3366CC WIDTH=770 HEIGHT=310
NAME=movie TYPE="application/x-shockwave-flash"
PLUGINSPAGE="http://www.macromedia.com/shockwave/download/ind
ex.cgi?Pl_Prod_Version=ShockwaveFlash"></EMBED></OBJECT>

When it comes to security, ActiveX applications are digitally signed using the
Authenticode system. The benefit of this is that it provides the user with a measure
to verify the identity of the certificate’s signer, but it does not prevent against mali-
cious software in the application.

Without paying close attention, you may see only the name “Microsoft Corporation”
and not realize that this message is actually indicating that the certificate has not
been authenticated. Accidental consent of an unverified OBJECT can give a mali-
cious user full access to your computer.
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When valid authentication occurs, the Authenticode system allows you to deter-
mine who signed the object. Because the signature is actually applied to a crypto-
graphic checksum of the object, you are also guaranteed that it has not been
modified since the signing took place. However, if you chose to accept an object
from a malicious Web site, this mechanism will not protect you against their attack.

Similarly, when you purchase a vehicle from a neighborhood car dealer and are pro-
vided a warranty, you are not protected against the car breaking down. However,
you know exactly where to go and have it fixed if it does. Accepting an object from
an unknown entity is similar to deciding to purchase a vehicle from someone that
just happens to drive by your house. Even though this individual presents you

with a paper copy of a warranty, you may be wary that their vehicle is not trust-
worthy. The warranty is useless without knowledge that it is supported by a
trustworthy entity.

The example Web page is based on the Microsoft Internet Explorer “rotating e”
developer’s example. A sample section responsible for displaying and rotating the
“X” in ActiveX is listed here:

<SCRIPT LANGUAGE="VBScript">
Sub Window_0OnlLoad()

call SG7.Scale(0.50, 0.50, 0.50)

call SG7.Rotate(90, 90, 90)

RotateAll
end sub
Sub RotateAll

Call SG7.Rotate(4,6,2)

FILK = Window.SetTimeOut("Call RotateAll", 10,
"VBSCript")
End Sub
</SCRIPT>
<OBJECT id=SG7 STYLE="POSITION:ABSOLUTE; HEIGHT: 100%; LEFT:
600; TOP: 55; WIDTH: 100%; ZINDEX: 1" CLASSID =
"CLSID:369303C2-D7AC-11D0-89D5-00A0C90833E6">
<PARAM NAME="Line0001" VALUE="SetLineStyle(0)">
<PARAM NAME="Line0002" VALUE="SetFillColor(0, 0, 0)">
<PARAM NAME="Line0003" VALUE="SetFillStyle(1)">
<PARAM NAME="Line0004" VALUE="SetFont('Arial', 700, 700, O,
0, 0)">
<PARAM NAME="Line0005" VALUE="Text('X', -95, 87)">
</OBJECT>

This particular example is noteworthy because it relies completely on VBScript and
controls available within the browser itself. This means that no actual source code
has to be downloaded from the Web server. Therefore, the user is not prompted to
accept a certificate prior to execution.
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State

Web sites need to be able to keep track of users connecting to the site multiple
times or accessing multiple pages. This is not built into HTTP and applications such
as online banking and e-commerce need this functionality, which is called state.
State is discussed in the following sections.

What is state?

State is the current status of a specific instance of an application. Examples of

state can be found everyday in human interaction. Every action that you make or
respond to is recorded and used to shape the way that you approach the future. For
example, imagine that a telemarketer calls you and you dismiss the offer. If that tele-
marketer immediately calls back and asks the same question again, you get upset
because your state indicates that you have already experienced this event and the
telemarketer should remember that you are not interested.

Just as you maintain a memory for state in everyday life, an application must have
dedicated memory to do the same. This can take place in the form of a file, entry in
a database, or a buffer in memory. This memory can be expensive and, therefore,
most applications do not maintain state.

How does it relate to HTTP?

HTTP is a stateless, sessionless protocol that relies on the use of external authenti-
cation mechanisms, such as tokens, to identify clients and their current state. This
means that each transaction is completely unique and that after the transaction
occurs, neither the browser nor the server maintains a memory of where it left off.
Each new Web page is processed without any memory of past history. You may ask
yourself how this can be because your shopping cart on www.amazon.com is capa-
ble of maintaining its contents from one session to another, but this is accom-
plished through external mechanisms such as cookies and so on, not within the
protocol itself.

What applications need state?

Any application that requires the association of multiple pages by a single user
requires state. For example, it takes a specialized session tracking system to corre-
late your shopping cart with your billing information on a Web site. State tracking
becomes increasingly complex when the Web site is a server farm composed of mul-
tiple coordinating Web servers instead of a single entity. Multiserver environments
are especially challenging for applications such as Microsoft Internet Information
Services (IIS), which are only capable of tracking session state across a single server.
What happens if WebServerl serves the shopping cart, but WebServer2 collects the
billing information? Generally, a session manager database is implemented in SQL to
maintain congruency across the servers.
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Tracking state

An important concept to remember when it comes to the Internet is that every
transaction is logged somewhere. Because HTTP is stateless by design, this track-
ing must be done by external mechanisms. Web sites equate state with a session.
Security issues associated with each session include creating a new session or
security identifying a participant in a previous session, identification of a partici-
pant (or concurrent participants) in an ongoing session, and terminating a session.

Cookies

A cookie is made of ASCII text (up to 80k per domain) that can be stored all in one
file or stored in individual files, depending on the browser. They are used to main-
tain information on items such as the following:

4+ A shopping cart

4 Advertising information

4+ User name/password to a site
4 Preference information

4+ A tracking ID for your computer

Cookies can contain either the actual information to be passed (for example, your
user name) or they can contain an index into a database on the server. Both are
commonly used, and each has its benefits. By storing actual information in a cookie
on the user’s hard drive, the server does not need to retain it in a central location.
This is often preferred by privacy advocates that have concerns about growing
databases of personal information. However, the downside to this means the infor-
mation must be openly passed each time the user accesses the Web site. By passing
only an index to the server, any attacker intercepting the transmission will not gain
any useful information.

How do they work?

Web servers send cookies to your client browser either by embedding them
directly into the response from an HTTP request, or through scripts executing on
the Web site. After a request is made, the cookie portion of the response is set in
the Set-Cookie header with the following fields:

4+ expires=— When the cookie should be removed from the hard drive

4 domain=—The domain associated with the cookie (usually left blank and
assumed to be the domain that sent it)

4+ path=—Indicates the pages that should trigger the sending of the cookie
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Following is an example of a set of cookies that I received when I visited the Web
site www.1800fTowers.com for the first time

HTTP/1.1 200 OK

Server: Microsoft-11S/5.0

Date: Thu, 19 Aug 2004 12:35:39 GMT

P3P: policyref="http://www.1800fTowers.com/w3c/p3p.xml",
CP="CAO DSP COR CURa ADMa DEVa PSAa PSDa IVAa IVDa CONo HISa
TELo OUR DELa SAMo UNRo OTRo IND UNI NAV"

Content-Length: 679

Content-Type: text/html

Expires: Thu, 19 Aug 2004 12:35:39 GMT

Set-Cookie: 800fBanner=+; expires=Sat, 21-Aug-2004 12:35:38
GMT; path=/

Set-Cookie:
ShopperManager%2Fenterprise=ShopperManager%2Fenterprise=U38Q1
8QHW7S69GOGPWBXMBRGB30M23J1; expires=Fri, 01-Jan-2010
05:00:00 GMT; path=/

Cache-control: private

To show you how cookies can be used as a convenience to the user, see the follow-
ing example of a cookie passed when I visited www.weather.com to check my local
forecast:

GET / HTTP/1.1

Host: www.weather.com

User-Agent: Mozilla/5.0 (X11; U; Linux 1686; en-US; rv:1.4)
Gecko/20030624 Netscape/7.1

Accept:
text/xml,application/xml,application/xhtml+xml,text/html;qg=0.
9,text/plain;q=0.8,video/x-
mng,image/png,image/jpeg,image/gif;q=0.2,*/*;q=0.1
Accept-Language: en-us,en;q=0.5

Accept-Encoding: gzip,deflate

Accept-Charset: 1S0-8859-1,utf-8;q0q=0.7,*;q0=0.7

Keep-Alive: 300

Connection: keep-alive

Cookie: UserPreferences=3%7C%20%7C0%7Creal%7Cfast%7C-1%7C-
1%7C-1%7C-1%7C-1%7C+%7C%20%7C+%7C%20%7C%20%7C-
1%7CUndeclared%7C%20%7C%20%7C%20%7C; LocID=22305;
RMID=4453d3f04005fbb0

Because | had been to this site before, the cookie on my hard drive already con-
tained an entry for this Web site. Therefore, when [ went this time it automatically
passed over my LocID, which happens to be the zip code that I checked the weather
for previously. This provides a convenience to me so that [ do not have to enter my
zip code each time [ want to check my local weather.
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As you can see from the preceding example, cookies are passed within the HTTP
protocol during Web site requests or responses.

Cookie security

As the recipient of a cookie, the only security concern that you should have is the
lack of privacy that you may experience. Cookies do not contain executable code
and cannot be run by attackers. Also, they are not able to access any files on your
hard drive. They are simply a means for Web servers to track your previous activity
on their site. Because your hostname and IP address may change depending on
your Internet service provider (ISP), they are a secondary means of identification.

One key to remember is that the cookies themselves are stored on the user’s com-
puter. Therefore, they can be removed, created, or edited at will by the user. This
can be especially dangerous if the cookie contains an index into a database. For
example, if user A has a cookie set with an ID of 500, that user can change that ID to
be 501 instead. This means that when the user now accesses the Web site, his or
her transaction is identified with the user associated with ID 501.

This is commonly referred to as cookie poisoning. It is a method of attacking Web
servers by impersonating cookies for legitimate users. Attackers that do this can
sometimes gain personal information about users and, even worse, execute new
actions as if they were the impersonated user. An example of this type of attack was
launched against the Verizon Wireless (www.verizonwireless.com) Web site in
early September 2001 when Marc Slemko, a Seattle-based software developer,
posted this vulnerability to a security mailing: the “token” that the Web site used to
track customers accessing their account information online was trusted and had
no authentication checks.

http://www.app.airtouch.com/jstage/plsqgl/ec_navigator_wrapper
.nav_frame_display?p_session_id=223344556&p_host=ACTION

By merely changing this token and accessing the Web site, an attacker was able to
browse sensitive customer billing and account information. To combat this, most
cookies are now protected by a mathematical HASH that can identify any modifica-
tions, but they should still always be treated as suspect.

Some cookies also suffer from another weakness; they are based on timestamps, or
improperly randomized data.

Where are the cookies stored?

Each Web client has its own method for storing cookies. When a cookie does not
have an expiration date set for it, it is only temporarily stored within a browser’s
memory. However, cookies that have expiration dates set remain on your hard
drive long after you have visited the Web site. Table 7-3 lists a collection of cookie
locations for the most common browsers.
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Table 7-3
Cookie Jar Locations
Web Client Cookie Jar Location
Netscape Navigator on Windows In a single file called cookies.txt
Netscape Navigator on Mac OS In a single file called MagicCookie
Netscape Navigator or Mozilla on UNIX In a single file called cookies.txt
Internet Explorer In individual files within a directory named
Cookies

Web bugs

A Web bug is a euphemism for an invisible eavesdropping graphic embedded in a
Web site, e-mail, or word processing document. Also called clear GIFs, invisible
GIFs, beacon GIFs, and 1-by-1 GIFs, they are hypertext images that are generally
1-by-1 pixel in size. Web bugs can be used to track the following:

4 The IP address of the computer that opens the image within the Web site,
e-mail, or word processing document

4 The time the computer opened the image
4+ The type of browser that the user opened the image with

4+ Any previous cookies for that site

In addition to the obvious tracking images displayed on the page, this HTML e-mail
contains the following Web bug:

<BODY><B>From:</B> QOrbitz
[Orbitz@email.orbitz.com]<BR><B>Sent:</B> Wednesday,

July 23, 2003 5:40 PM<BR><B>To0:</B>
bugtrag@comcast.net<BR><B>Subject:</B>

FLIGHT DEALS: Vegas, LA, Orlando, and more!<BR><A
href="http://ad.doubleclick.net/jump/N2870.0r/B914513.8;sz=1x
1;ord=[timestamp]?"><IMG
src="http://ad.doubleclick.net/ad/N2870.0r/B914513.8;sz=1x1;0
rd=[timestamp]?"

border=0></A>

In this case, Doubleclick (the company responsible for most of the banners that
appear on Web sites) has stored a 1-by-1 pixel image that is invisible to the naked
eye. Nonetheless, by accessing this page, this pixel is retrieved from the Doubleclick
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ad server and a timestamp is stored. This information is used to tell Orbitz exactly
when I viewed this e-mail. Web bugs such as this are also used to track where e-mails
get forwarded. Because Microsoft Word also enables embedded HTML, Web bugs
can also be used in documents to find out exactly when they are opened and who
opens them.

URL tracking

URL tracking is used to determine when, how often, and who is viewing a Web site.
This tracking can be used to combine data from banner ads, newsgroup postings,
and Web sites to determine how people are accessing your site. Data within the
HTTP header is collected to associate the following:

4+ Browser types

4 Operating systems
4+ Service providers
4+ Dates

4 Referrers

When analyzed, this information can provide insight into improvements that can be
made to increase advertising and response rates.

Hidden frames

Another option to maintain state is through the use of hidden frames. The benefit of
this approach is that it does not rely on any object left on the user’s computer to
operate. Data is simply passed from page to page as the user browses across the
Web site. This method lends itself well to shopping cart instances, but does not
provide the ability to track once the user exits the browser.

A hidden frame can be implemented in HTML by dividing the page into visible
frames that require 100 percent of the browser space, and defining a second frame
that requires 0 percent of the space. Because this frame is not allocated any room
within the browser it is not visible, yet it maintains attributes as if it were. An exam-
ple of this can be seen in the following HTML:

<HTML>

<FRAMESET ROWS="100%,*" FRAMESPACING="0">

<FRAME NAME="BROWSER" SRC="MAIN.HTM" SCROLLING="AUTO">
<FRAME NAME="HIDDEN" SRC="TRACKING.HTM">

</FRAMESET>

</HTML>
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Both the “main” and the “tracking” pages are visited, but only the main page is
visible. When the user clicks on links on the main page or progresses through the
process of purchasing items, only the top frame is changed. The tracking frame
remains active as an open session and is, therefore, able to maintain state for the
duration of the activity.

Hidden fields

Similar to hidden frames, hidden fields are commonly used to maintain the state of
a Web session. Following is an example of how hidden fields are used by www .
google.com:

<HTML><HEAD><meta http-equiv="content-type"
content="text/html; charset=UTF-8"><title>Google</title>

<input type=hidden name=hl value=en>

<input type=hidden name=ie value="UTF-8">

<input maxLength=256 size=55 name=q value=""><br>
<input type=submit value="Google Search" name=btnG>

</html>
When a query term is entered into the search form and the submit button is
pressed, the Web site also submits tracking values for the variables named h1 and
ie. These values are used to indicate the language and character encoding with

which subsequent pages should be displayed. Many browsers display information
about hidden fields that can be obtained using the View menu.

Attacking Web Servers

A Web server is a target for attack because of its high value and high probability of
weakness. As it turns out, the Web servers that provide the highest value also pro-
vide the highest probability of weakness because they rely on multiple applications.

Account harvesting

Harvesting information about legitimate accounts is the first step an attacker takes
toward maliciously impersonating a user and gaining system access. This harvest-
ing can be done by enumerating directory structures, investigative searching, and

taking advantage of improper identity authentication.

Enumerating directories

A common mistake made by Web site administrators is to allow directory listings.
By default, any page named index.html or index.htm within a directory will be
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displayed. If this file does not exist and directory listings are allowed, the Web site
may accidentally leak sensitive information.

Open directories such as this can be extremely dangerous because they may dis-
play files that an administrator does not intend to be available to users.

Investigative searching

Pieces of information posted on the Internet are rarely forgotten (even years after
being identified by a caching search engine). As a form of reconnaissance against a
site, attackers will often harvest user names by using Web sites to search for e-mail
addresses. Simple searching on the partial e-mail address @maia.usno.navy.mil
quickly turns up over a dozen e-mail newsgroup postings which each provide a
unique user name that can be used in an attack. In addition, Web administrators
often place e-mail addresses and sensitive information in the comments Web pages,
which can provide an attacker with additional ammunition against a site.

Faulty authorization

Mistakes in authorization can lead to account harvesting or, even worse, imperson-
ation. As previously discussed in the “Cookie security” section, improperly imple-
mented tokens can be used to gain or upgrade access to a Web site.

SQL injection

Structured Query Language (SQL) is the American National Standards Institute
(ANS]) standard for database query languages. Implemented in Access, Microsoft
SQL Server, Oracle, Sybase, and Ingres, this standard has been accepted industry
wide. Statements written in SQL are capable of adding, removing, editing, or retriev-
ing information from a relational database.

For example, the sample database provided in Table 7-4 is an example of a
database.

Table 7-4
Sample Database: attendeeinfo
First Last Location Organization
Molly Carroll 22305 University of Science
David Michaels 45334 International Sales Corporation
Barbara Richards 35758 Tungsten Tidal

Margaret Carroll 44506 Association of Metallurgical Science
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The following SQL command will return the entries for customers Molly and
Margaret Carroll:

select * from customerinfo where last='Carroll"';
SQL injection occurs when a malicious user purposefully enters data into this table
that will cause an error in its processing. For example, suppose that this informa-
tion was collected through online registration for an International Metallurgical

Convention.

If David Michaels had been a malicious user, he may have tried to inject SQL into his
input by entering the following:

First Name: David
Last Name: Mi'chaels

Now the query string for this element has become the following:
select * from customerlist where last="'Mi'chaels’

However, with the added single quote, this statement is syntactically incorrect and
will result in an error:

Server: Msg X, Level X, State 1, Line 20
Line 20: Incorrect syntax near 'chaels'

This error would be even more serious if the malicious user were to add a semi-
colon and a command following the single quote that would be executed by the

server:
First Name: David
Last Name: Mi'; shutdown--

Web sites that use SQL as a means of authentication are just as vulnerable. Take the
following authentication query, for example:

Var login="select * from users where username = '" + username
+ "' and password = '" + password + "'";

The user can simply add another condition to the query string, which makes it
always true to grant access:

First Name: David
Last Name: "or 1=1--
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E-commerce Design

You must consider several design issues and decisions when developing a design
for an e-commerce site. Assuming that there is no existing infrastructure, the prime
design factors will be based on requirements, budget, and available expertise. More
often than not, requirements tend to fall by the wayside and decisions are based
solely on available resources (both budget and personnel).

Important decisions in an e-commerce design include the following:

4+ Where will the Web site physically reside?
4+ What kind of operating system will be used?
4+ What Web server will be used?

4+ How will active content be implemented?

4+ What is the procedure for maintenance and integrity assurance?

Physical location

Deciding where to physically locate the e-commerce site is a simple trade-off
between resources and control.

As the dedicated budget and personnel increase for a site, hosting can progress up
the steps from a virtual server, which offers little control over security, to a com-
plete do-it-yourself solution that provides total control.

Virtual hosting

If budget and expertise are limited, a virtual hosting service may be a good fit. In
this circumstance, a single server that is located at the hosting company is shared
across several domains. As the client, you are responsible for supplying your own
domain (for example, www.e-company.com) and the content of the site. Costs asso-
ciated with this service range from $5 per month to several hundred depending on
disk usage, traffic, and additional services that you require.

Several limitations are associated with this arrangement. First, because this is a
low-cost solution designed for smaller clients, bandwidth may be limited. One or
two spikes of traffic may cause the virtual Web server to become overwhelmed.
When it comes to e-commerce, any delay in service can cost revenue. Second,
because you do not own the machine, you are subject to configuration and software
provided by the hosting company. If you need to implement something unique, this
may be an obstacle. Also, by sharing the computer with others and not administer-
ing it yourself, your control over the security of the Web site is out of your hands.
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This can be especially dangerous because your site’s reputation directly influences
how willing customers will be to purchase online from you. If you knew that a Web
site had a problem with security would you buy from it?

Dedicated server

The next step up in the hosting arena is to rent a dedicated server. Like virtual host-
ing, the provider owns the machine, but your company has the ability to dictate the
configuration of it. Security concerns are also decreased because the server is dedi-
cated to your purpose, and only your company has access to it. However, because
you are not responsible for maintaining the server you are reliant on the security
expertise of the hosting administrator. Although these administrators are highly
trained, the risk of a configuration error jeopardizing your site remains out of your
hands. Fees associated with dedicated servers start around $75 per month.

Co-Location

Co-location is a good intermediate solution for companies that want control over
the software and administration of their Web servers, but do not have their own
dedicated facilities. The provider arranges a network connection and physical
storage space, but you own the hardware and software. Additionally, you are
responsible for the site’s maintenance and security.

One benefit to using this service is that special measures are generally taken to
ensure uninterrupted power and Internet service. Providing this quality of service
at your physical business location can become costly.

Other than the resources necessary to maintain the site, the only big drawback is
lack of physical control. This also means that administration must be done
remotely through secure protocol. Fees associated with co-location range in price
from $75 per month to several thousand depending on bandwidth and physical
space utilization.

Do it yourself
For companies able to dedicate resources to controlling all security aspects of a

server, there are many components to consider.
4+ Determine how to provide proper physical security.
4 Find an ISP with ample bandwidth.
4 Select hardware:
e Intel compatible, Sun SPARC, Macintosh, and so on
¢ Processor speed and number of processors
¢ RAM and hard drive space

¢ Network connectivity
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4+ Select an operating system (Windows, Solaris, Linux, and so on).

4 Select a Web server (Apache, Microsoft IIS, Netscape Enterprise, and so on).

4+ Select a method of providing active content (Java and so on).

Summary

Companies of every size use a Web server to provide information to the public.

Because Web servers are so popular, they are also a common point of compromise
for attackers to go after. Therefore, it is critical that Web sites be properly secured,
and a key step in doing that is to understand how and why Web applications work.
This chapter detailed the critical areas of Web security and what needs to be done

to deploy a secure Web server.
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E-mail Security
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Along with Web browsing, e-mail has made the Internet .
popular, widespread, and indispensable for most users. In This Chapter
Despite its critical role in the typical Internet user’s life, e-mail
is comparatively insecure. E-mail risks

E-mail protocols

The E'mail RiSk E-mail authentication

E-mail is widely used and has a well-defined and universally Operating safely
implemented protocol. Therefore, it should be a prime target when using e-mail

for hackers developing attacks. Attacks on e-mail focus on two

areas: the delivery and execution of malicious code (malcode) + + + +

and the disclosure of sensitive information. The latter gets lit-
tle publicity because it is easily done and does not require a
sophisticated attack.

Data vulnerabilities

E-mail has great potential risk due to the very sensitive nature
of the data or information that is transmitted. E-mail can
reveal a huge amount of company and personally sensitive
data. For example, consider only a few common items in
e-mail traffic:

4 Whom you correspond with — Can be used in expanded
attacks.

4+ What you think about other people —Few people
would want their personal opinions made public.

4 Business strategies— How to win a contact.

4 Informal policies— Many a whistle-blower has used
e-mail to establish the existence of a company policy
that was not written down or recorded in any place
other than e-mail.
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4 Who are allies or enemies —People tend to be brutally honest in e-mails,
more so than in a memo or other written policy.

4 Who is being deceived and misled —Persons tend to set the record straight
in e-mail. Explanations of ambiguous policies are clearly explained.

Simple e-mail versus collaboration

The security risks associated with e-mail are often confused with the risks associ-
ated with collaboration tools that also serve as e-mail clients. Microsoft Outlook is
one such tool. In the “Outlook 98/2000 E-Mail Security Update” white paper
(September 2000, Microsoft Corporation), Microsoft states the following:

In addition to providing industry-leading e-mail and group scheduling —the
most popular collaboration applications today — the Microsoft® Outlook®
2000 messaging and collaboration client allows users to connect to, communi-
cate with, and collaborate with other users.

Microsoft Outlook is definitely a collaboration tool, not merely an e-mail client.
Some of the many features and functions within the application are as follows:

4 E-mail folders — The e-mail capability in Outlook

4+ Contacts — A personal database of people and their related information

4+ Calendar — A database storing appointments and meetings

4+ Journal — A simple editor with text storage

4+ Notes — A simple editor with text storage

4+ Tasks — A simple database of short text with date, priority, and so on

4+ Net, Public, and Personal folders —File-sharing capability

4+ Newsgroups — Access to public postings to news groups
If Outlook were marketed as a collaboration tool, as opposed to an e-mail client,
the public would be more wary of the security that is built into the application.
However, when the masses think of Outlook only as an e-mail client, it avoids the

security scrutiny that would accompany a collaboration tool. E-mail is more inher-
ently secure than collaboration.

The following are two issues to consider when comparing e-mail and collaboration
tools:

4+ The acquisition and propagation of malcode

4 The loss of privacy data
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Attacks involving malcode

E-mail, as defined by the Network Working Group’s RFCs, is implemented in simple
ASCII text. ASCII text cannot be executed directly. This can be a serious impairment
for malcode, which needs to be executed, propagate, or do damage. Therefore,

e-mail at its very basic core is safe because it does not transmit directly executable
(binary) code.

The following is some sample plain text script that might be embedded in an e-mail
message:

/**

* Browser specific detection

* and printing of Style Sheets

*/

bName = navigator.appName;

bVer = parselnt(navigator.appVersion);

if (bName == "Netscape" && bVer >=3) {
window.location=error;
} else if (bName == "Netscape" && bVer >=1) {

window.location=error;

}

function isUnix() {
var Unixes = new Array("Sun0S", "HP", "Linux");
var $flag = false;
for (var i=0; i < Unixes.length; i++) {
if (navigator.appVersion.indexOf(Unixes[i]) != -1) {
$flag=true;
break;
}
}
return $flag;
}

This text, when transmitted in e-mail, does not in itself cause any execution to take
place. To the network, this script is just an ASCII e-mail. The mere fact that the
words put together make a script does not inherently make it dangerous. A user
would not expect that simply putting the word shutdown in the middle of an e-mail
message would actually shut down a device that handles the e-mail as it is transmit-
ted across the country.

Malcode can (and usually does) spend part of its life in ASCII form. When in this
form, the malcode will either be a plain text script or an encoded block. The follow-
ing shows an e-mail received with an encoded binary embedded as an attachment:

Subject: access
From: tmp@atrc.sytexinc.com>
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To: Jim - ATRC <example@atrc.sytexinc.com>
Content-Type: multipart/mixed; boundary="=-Hn2QCdYJjnPZf/KrrgRe0"
Mime-Version: 1.0

--=-Hn2QCdYjnPZf/KrrgRel
Content-Type: text/plain
Content-Transfer-Encoding: 8bit

This is a binary file 'access'....

--=-Hn2QCdYjnPZf/KrrgRel

Content-Disposition: attachment; filename=access
Content-Type: application/x-executable-binary; name=access
Content-Transfer-Encoding: base64

fOVMRgEBAQAAAAAAAAAAAATAAWABAAAAKIMECDQAAAAY CWAAAAAAADQATAAGACGAGAAXAAYAAAAD

AAAANTAECDSABAFAAAAAWAAAAAUAAAAEAAAAAWAAAPQAAADOGAQIOTAECBMAAAATAAAABAAAAAEA

AAABAAAAAAAAAACABAGAGAQIUAKAAFAJAAAFAAAAABAAAAEAAABQCQAAUJKECFCZBAGQAQAAHAEA
<similar Tines deleted>

AWAAADSaBAgOCgAABAAAAAAAAAAAAAAABAAAAAAAAACr AAAAAQAAAAMAAAA4MgQTOAOAACGAAAAA

AAAAAAAAAAQAAAAEAAAASAAAAAGAAAADAAAAY JOECGAKAAAMAAAAAAAAAAAAAAAEAAAAAAAAAAEA

AAADAAAAAAAAAAAAAABGCGAATQAAAAAAAAAAAAAAAQAAAAAAAAA=

--=-Hn2QCdYjnPZf/KrrgRel--

In this e-mail, the binary file “access” is encoded with a common method used for
e-mail —base64. This encoding converts the 8-bit binary to the seven bits used in
ASCII text (in the very early days of networking, some devices could only handle
7-bit data). Base64 encoding does this conversion by taking triplets of 8-bit octets
and encoding them as groups of four characters, each representing 6 bits of the
source 24 bits, as shown in Figure 8-1.

Binary Code in Bits in 4 Bit Groups:
10010111 10110010 1100 1001

The Same Binary Code in Bits in 6 Bit Groups:
100101 111011 001011 001001

The Same Binary Code in Bits in 6 Bit Groups:
100101 111011 001011 001001

Two Zero (0) Bits Are Put Before Each Group:
00100101 00111011 00001011 00001001

Figure 8-1: Base64 encoding converts 24 bits
of binary data to 32 bits of ASCII data.
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If left in the base64 encoded form, the malcode is harmless. For the plain text ver-
sion of the malcode (worms, viruses, and so on) to be executed, it requires a Web
browser or collaboration tool. To do its damage, the malcode must be decoded and
launched.

When an e-mail client starts adding features to be more of a collaboration tool, such
as Outlook, the malcode has many avenues of being decoded and launched. The
goal of these tools is to make life easy and convenient for the users. This ease and
convenience leads to the tools providing features for the user that the malcode can
use to its advantage. Some examples of such features follow:

4+ The automatic population of databases —E-mail messages may be parsed for
special data that needs to be populated into a database. An example of this is
when users sign their e-mail with their contact information. This information
can be autopopulated to a recipient’s contact list.

4 Other applications are automatically launched — The e-mail may contain a
document such as a spreadsheet. When the e-mail is parsed, the collaboration
tool may launch the spreadsheet application and load the document. This is
dangerous if the document contains macros or other scripted code.

By some measures, collaboration tools such as Outlook are a huge success. They
enjoy a big market share of the e-mail clients in use. But users should be aware that
the more features and convenience the application offers, the more of a security
risk it is likely to be.

Privacy data

The basic protocols used in e-mail may not be inherently vulnerable to malicious
code such as worms and viruses, but the same cannot be said for protecting per-
sonal and sensitive data. For many years, the popular e-mail protocol, Post Office
Protocol (POP), was used in the clear (not encrypted). Even in today’s security-con-
scious society, most e-mail is still transmitted in the clear.

Figure 8-2 shows a captured IP packet from a simple Simple Mail Transfer Protocol
(SMTP) session. The text of the e-mail can be clearly seen in the raw packet.
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Destination IP

Source IP

0000 00 Oa f4 5f 20 b6 0006 5b ec f8 35 08 B N

0010 00 89 eb 0700 40 06 61 17 c0[a8 7b 63 3f[a7 |..@.@.a..{c?.
0020 000 00 19 ec 85 27 88 c5f9 95 a3 80 18 ... ...

0030 16 d0 c5 64 00 00 01 01 08 Oa 00 01 ff ¢330 93 ..d...... 0.

0040 86 a2|4d 6f 6d 2c 20 70 6¢c 65 61 73 65 20 77 69| ..Mom, please wi
0050 |72 65 20 6d 65 20 24 31 30 30 30 20 74 6f 20 6d| re me $1000tom
0060 (79 20 62 61 6e 6b 20 61 63 63 6f 75 6e 74 20 23| y bank account#
0070 |20 34 35 36 37 2d 39 38 33 32 2e 20 20 4d 79 20| 4567-98 32, My
0080 (70 61 73 73 63 6f 64 65 20 69 73 20 53 30 6e 6e| passcodeis SOnn
0090 |79 42 30 79 2e[0d 0a \

Data
Figure 8-2: A captured IP packet clearly shows e-mail text.

When the message in Figure 8-2 is sent, it can be spread over several packets. The
received e-mail, with all the headers, is shown as follows:

Return-path: <tmp@the-isp.tmp>

Received: from dedicated199-bos.wh.sprintip.net ([10.228.166.89]) by
cluster02-bos.wh.sprintip.net (iPlanet Messaging Server 5.2 HotFix 1.21
(built Sep 8 2003)) with ESMTP id
<0I1X008AF926WC@cTuster02-bos.wh.sprintip.net> for
tmp@the-isp.tmp; Wed, 04 Aug 2004 12:22:54 +0000 (GMT)

Received: from compaq ([12.28.183.11]) by boded0199snunx.wh.sprintip.net
(iPTanet Messaging Server 5.2 HotFix 1.25 (built Mar 3 2004)) with SMTP

id
<0I1X001FI8Y93G@boded0199snunx.wh.sprintip.net> for
tmp@the-isp.tmp; Wed, 04 Aug 2004 12:22:54 +0000 (GMT)

Date: Wed, 04 Aug 2004 12:21:55 +0000 (GMT)

Date-warning: Date header was inserted by boded0199snunx.wh.sprintip.net

From: tmp@the-isp.tmp

Subject: Send me money!

Message-id: <0I1X001GF8Z03G@boded0199snunx.wh.sprintip.net>

Content-transfer-encoding: 7BIT

Original-recipient:
rfc822;@cluster02-bos.wh.sprintip.net:tmp@the-isp.tmp

X-Evolution-Source: pop://tmp@pop.the-isp.tmp

Mime-Version: 1.0

Hi,

Mom, please wire me $1000 to my bank account # 4567-9832.
SOnnyBOy.

My passcode is

Love, Your Son
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When the mail was received, it was transmitted with the POP3 protocol. In this
case, the entire e-mail fit into one packet. A portion of that packet follows:

0000 00 06 5b ec f8 35 00 0a f4 5f 20 b6 08 00 45 00 T S T
0010 04 89 77 0c 40 00 30 06 el 9e 3f a7 72 11 cO a8 LwW.@.0. .7,
0020 7b 63 00 6e 80 02 11 05 74 d0 Oc 8d 43 3e 80 18 {fconoo.. t...00.
<similar Tines deleted>

0420 0Oa 0d Oa 48 69 2c 0d 0a 0d Oa 4d 6f 6d 2c 20 70 CLWHE L Mom, p
0430 6c 65 61 73 65 20 77 69 72 65 20 6d 65 20 24 31 lease wi re me $§1
0440 30 30 30 20 74 6f 20 6d 79 20 62 61 6e 6b 20 61 000 to m y bank a
0450 63 63 6f 75 6e 74 20 23 20 34 35 36 37 2d 39 38 ccount # 4567-98
0460 33 32 2e 20 20 4d 79 20 70 61 73 73 63 6f 64 65 32. My passcode
0470 20 69 73 20 53 30 6e 6e 79 42 30 79 2e 0d 0Oa 0d is SOnn yBOy....
0480 0Oa 4c 6f 76 65 2c 20 20 59 6f 75 72 20 53 6f 6e .Love, Your Son
0490 0d Oa 0d Oa 2e 0d 02 ...,

Because e-mail is transmitted in ASCII text, the words typed into an e-mail message
are easily viewed and read, even at the IP packet level. In the preceding sample
packet, the text “My passcode is SOnnyB0y” can clearly be read.

Processing IP packets is a core capability of any device on the network. Capturing
and viewing the packets is easily done on a networked workstation; root or admin-
istrator access is required, but this is generally not much of a deterrent to a moti-
vated attacker. Because of the way that Ethernet works, if a network interface card
(NIC) on a workstation is put into promiscuous mode by the administrator, that
workstation will be able to capture every packet on a hubbed network. The prob-
lem is slightly more difficult on a switched network, but easily available tools such
as ettercap allow attackers to get any packets they need.

This opportunity to capture packets and read e-mail is not limited to a user’s
immediate network. The risk of packets being captured can occur anywhere in the
transmission between the sender and the e-mail recipient. Most users would be sur-
prised to discover the many connections, jumps, or hops that their e-mail must
take to get to the final location. The following is a list of hops to get from the
author’s home to his work site, which is only a 10-minute commute (5 miles) away.
The command used is traceroute, which reports every router or gateway that must
be traversed to reach the destination:

## traceroute work
traceroute to work 112.128.1.8, 30 hops max, 38 byte packets

68.38.76.1 89.721 ms 19.895 ms 19.704 ms
68.100.0.1 47.083 ms 21.924 ms 16.975 ms
68.100.0.145 50.535 ms 103.814 ms 222.326 ms
68.1.1.6 53.085 ms 23.345 ms 17.810 ms
68.1.0.30 59.535 ms 130.003 ms 192.466 ms

112.124.23.77 61.336 ms 32.410 ms 27 .684 ms
112.123.9.62 53.214 ms 26.873 ms 25.215 ms
112.123.14.41 36.065 ms 55.200 ms 202.197 ms
112.118.13.58 59.731 ms 30.929 ms 32.333 ms
112.128.1.8 59.731 ms 30.929 ms 32.333 ms

QOO WN

—
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So how much of a risk is it to send this information over these 10 hops? If each net-
work has an on-duty administrator (3 shifts), a supervisor (3 shifts), and a help
desk of 3 people (3 shifts), that is 150 persons with access to the packets transvers-
ing this route. If people who have the technical capability to plug in a laptop on
any of these segments and sniff the line are included, the risk probably increases to
thousands or tens of thousands. Among tens of thousands of people, it is not
unlikely to find someone willing to read unauthorized e-mail. Figure 8-3 illustrates
this route and the many network devices that may capture or read the e-mail IP
packets.

= [ =

Gateway|or Router Gateway or Router

= =

Gateway|or Router Gateway|or Router

—

Gateway |or Router

Gateway|or Router

Gateway [or Router Gateway|or Router

Home rkstation Work orstation
68.38.76.1 112.128.1.8

Figure 8-3: Many network devices and people have access to e-mail traffic.

Few users consider how many people might read their e-mail before composing a
personal message. Aside from the occasional postcard, would you send a letter in
the postal mail without an envelope for privacy? Let’s hope our postcards don’t
read as the one shown in Figure 8-4.
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N
—_

AN~
A

Having a great time here in Hawaii - ALOHA!!!

p.s.
Please transfer $1000.00 to my American Express
account #32-59381. The passcode is K1tty.

Figure 8-4: Would you put your e-mail on a postcard?

Data integrity

As previously mentioned, the text put into an e-mail message is easily seen and
read at the IP packet level. The packet can be read with readily available network
administrator tools. It is only slightly more difficult to modify the text in the e-mail
by modifying the packets. Some typical information contained in an e-mail message
that may be altered is as follows:

4+ Addressees— The attacker can change or resend the e-mail to a different
addressee. E-mail is often confidential and only intended for those listed on
the To: line. It is easy to see that changing addressees can create havoc.

4+ Financial amounts —If the e-mail directs the handling of funds, the dollar
amounts could easily be altered. For example, the unsuspecting sender of the
e-mail may be authorizing a stockbroker to purchase stock at $10 per share,
but the altered e-mail may read $50 per share.

4+ Object of financial transactions — Not only could attackers change the dollar
amount of a transaction, but they could also make themselves the object of
the money transfer. Consider an e-mail that instructs an agent to transfer $100
to Bob’s account with the account number provided. Attackers could substi-
tute their own names and account numbers.

The capturing and modifying of e-mail can be done either as a man-in-the-middle
attack or as a replay attack. Both of these attacks permit the altering of critical data
that can be costly and disruptive for the user.

E-mail man-in-the-middle attacks

In a typical man-in-the-middle attack, the attacker must have control of one of the
many firewalls, routers, or gateways through which the e-mail traverses. You saw
earlier that a simple e-mail from home to work can traverse 10 or more of these
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- Cross-

gateways. Other man-in-the-middle attacks do not require control of the gateway;
rather, the attacker merely needs to reside on the same local area network (LAN)
segment as the user sending or receiving the e-mail. In this case, the attacker can
use an Address Resolution Protocol (ARP) spoofing tool, such as ettercap, to inter-
cept and potentially modify all e-mail packets going to and from the mail server or
gateway. In an ARP spoof attack, the attacker gets between any two hosts in the
e-mail transmission path. There are four possible locations to attack:

4 Between the e-mail client and server — This situation assumes that the client
and server are on the same LAN segment.

4 Between the e-mail client and the gateway — The gateway must be in the
path to the mail server.

4+ Between two gateways — The gateways must be in the path between the
client and the server.

4 Between the gateway and the mail server — This option assumes the client
and the server are not on the same LAN segment and therefore the e-mail traf-
fic must reach the server via a gateway.

Figure 85 illustrates the network configuration for the ARP spoofing attack.

In the ARP spoofing man-in-the-middle attack, the e-mail’s IP packets are inter-
cepted on their way to or from the mail server. The packets are then read and possi-
bly modified. As discussed earlier, reading the e-mail text in an IP packet is trivial —
assuming the e-mail is not encrypted. The attacker has some minor limitations
when modifying the packets. For example, the total length of the packet cannot
grow to a size larger than the maximum allowable for transmission on the network.
This is usually about 1500 bytes. This may require the attacker to be clever when
modifying the e-mail text so that the meaning changes, but the length does not.

Man-in-the-middle attacks are best avoided by using encryption and digital signing
of messages. If the encryption is sufficiently strong, the attacker will not be able to
decrypt and alter the e-mail. Digital signatures ensure the integrity of the body of
the e-mail message. This is done by passing the e-mail message through a one-way
hashing algorithm. The resulting hash is encrypted with the sender’s private key
added to the bottom of the e-mail message. The recipient is able to decrypt the
hash with the sender’s public key and verify the e-mail to have been unaltered. An
attacker could not alter the message or the hash (digital signature) without being
detected. Figure 8-6 illustrates how a digital signature is created and attached to
the e-mail.

N\ The encryption process using private and public keys is further explained in

| Reference
| ‘:—F"\‘ Chapter 14.

P
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Under normal circumstances the two hosts exchange
MAC addresses and send traffic directly to each other.

Email Client Mail Server

If one or more gateways are between the Client and the Server,
then the traffic must first be sent to each gateway.

|
\

Email Client Mail Server

Gateway, Firewall,
or Router

No Attack

Man-in-the-Middle ARP Spoofing Attack

Direct communications do not occur - the Man-in-
the-Middle interrupts the ARP request/response

Email Client Mail Server
or Gateway or Gateway
Attacker sends ARP Attacker sends ARP

requests and responses
on behalf of the Mail
Server (or Gateway)

requests and responses
on behalf of the Mail
Client (or Gateway)

Man-in-the-Middle

All traffic between the email client (or gateway) and the email
server (or gateway) passes through the Man-in-the-Middle

Figure 8-5: An ARP spoofing man-in-the-middle attack
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Email Message

<Header>

<Header>

<Message Body>

<Message Body> )

<Header>

<Header>

<Message Body>
°

<Message Body>

<Digital Signature>

Email Message is
Hashed and then
Encrypted with Sender's

Private Key

Digital Signature is Appended
to the End of the Email. Only
the Sender's Public Key is
Needed to Verify the Signature

Version: GnuPG v1.2.4 (GNU/Linux)

iD8DBQABBArSITQBr3QfcFjQRAVN5AJIsoay9gU00jVG/
w9iW1KVnd0GwVQCgqvgh
5hCs97VimYCbmAbJwiVIW6g=

=mFg3

END PGP SIGNATURE

Figure 8-6: Attaching

E-mail replay attack

a digital signature to an e-mail

An e-mail replay attack occurs when an e-mail packet (or set of packets) is cap-
tured, the e-mail message extracted, and the message put back on the network at a
later time (replayed). This causes a second, identical e-mail to be received. The
danger or damage occurs when the second e-mail is accepted as legitimate and
causes unforeseen consequences.

Replay may be used if an attacker discovers a business that sends financial transac-
tions over e-mail. The attacker then arranges for a nominal transaction (perhaps a
$100 refund). The attacker captures the e-mail authorizing the refund and replays it
several times causing several refunds to occur.
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In the case of a replay attack, shown in Figure 8-7, the attacker does not have to use
the gateway or ARP spoofing. The attacker merely needs to be on one of the many
segments that the e-mail packets transverse on their way to or from the mail server.

g

Mail Client 1
(Sender)

Mail Client 1

(Recipient)
3. Recipient Believes

2. Attacker Modifies and They Have Received

Resends the Captured Email  Two Emails from the
Sender

1. Attacker Sniffing the
Line, Captures an Email

Attacker
Figure 8-7: Replay attack

The bottom line

This chapter examines some ways to make e-mail more secure (preferred protocols,
and so on), some ways to safeguard the transmitted data (encryption, and so on),
and some ways to improve authentication. But, in the end, if a user allows a collab-
oration tool to do things such as launch executables, run scripts or macros, modify
databases or files, change systems or register settings, and e-mail other users,
these other security measures will be very limited in their success.

Spam

Spam is the unwanted receiving of e-mail. Spam has become a serious problem in
today’s networking environment. It is a major irritant and consumer of resources. It
has been estimated that for some of the large e-mail providers, over half of the
e-mail they service is spam. In gross terms, this means that these providers could
get by with half of the resources needed to handle their customers’ e-mail. From a
security perspective, spam is a potential denial-of-services (DoS) problem.

Spammers make money by getting their advertising message out to thousands or
millions of people. Very few will respond positively to the message, but even a very
small percentage of responses will produce enough activity to make the spamming
profitable. Spamming is profitable because it is very cheap to send an e-mail, so it
requires only one positive response to cover the cost.
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Spammers put their advertising message into the body of the e-mail and view e-mail
headers as a necessary encumbrance needed to get the body delivered. Spammers
view e-mail headers as a possible Achilles heel that can hurt them. If users and
Internet service providers are able to trace the spam back to the source, the spam-
mers could be tied up in legal proceedings or other methods of limiting them. This
severely increases the cost of sending out the e-mails and reduces the profit margin
to the point that the spammer may not be able to continue to operate.

Spammers take steps to hide their originating (From:) address. This is easily done if
spammers run their own e-mail servers. For example, sendmail configuration files
can be modified to put in a particular originating address. This address may be
either fake (such as yourfriend.spam) or a legitimate address that is not owned by
the spammer.

Spam DoS

Spam DoS attacks are a result of spammers using false domains in the e-mails they
send. If a spammer does not use a valid domain, the spam can be blocked by
testing that the e-mail was sent from a legitimate domain. In this case, a domain is
legitimate if it returns a value when a Domain Name Server (DNS) lookup is done.
The following dig command does a DNS lookup of an e-mail coming from
bob@sytexinc.com:

; <<O> DiG 9.2.1 <K<O> @198.6.1.2 sytexinc.com

;5 global options: printcmd

;3 Got answer:

;5 ->>HEADERKK- opcode: QUERY, status: NOERROR, id: 44457
;; flags: qr aa rd ra; QUERY: 1, ANSWER: 1, AUTHORITY: 4,
ADDITIONAL: 4

;3 QUESTION SECTION:
;sytexinc.com. IN A

;35 ANSWER SECTION:

sytexinc.com. 604800 IN A 64.124.137.66
;3 AUTHORITY SECTION:

sytexinc.com. 84575 IN NS nsl.i-n-s.com.
sytexinc.com. 84575 IN NS ns2.i-n-s.com.
sytexinc.com. 84575 IN NS ns3.i-n-s.com.
sytexinc.com. 84575 IN NS

ns4.sytexinc.com.

; ADDITIONAL SECTION:

nsl.i-n-s.com. 84575 IN A 146.145.146.18
nsZ2.i-n-s.com. 84575 IN A 146.145.6.85
ns3.i-n-s.com. 84575 IN A 146.145.146.19
ns4.sytexinc.com. 84575 IN A 64.124.137.67
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;3 Query time: 1263 msec

;3 SERVER: 198.6.1.24#53(198.6.1.2)
;; WHEN: Wed Aug 18 15:15:32 2003
;3 MSG SIZE rcvd: 200

The most prevalent DoS attack that occurs due to spam is when a spammer forges an
address on thousands or millions of mail messages. The result is tens of thousands of
bounces, complaints, and a few responses. This results in a flood of email traffic to
the forged address, essentially shutting down the address for legitimate use.

Another DoS situation occurs when the spammer forges a valid e-mail address and
this address then gets blacklisted. When this occurs, the user of the valid e-mail can
experience obstacles to sending legitimate e-mail to users whose Internet service
provider uses blacklists.

Blacklisting

A blacklist is a database of known Internet addresses (by domain names or IP
addresses) used by spammers. Often, Internet service providers and bandwidth
providers subscribe to these blacklist databases to filter out spam sent across their
network or to their subscribers.

Lists of IP addresses to be added to the blacklist are collected in different ways,
including the following:

4 The e-mail user community (all of us) send samples of spam to the blacklist
site. The site parses out the offending originating e-mail IP addresses and
adds them to the blacklist.

4+ The blacklist provider runs its own mail server and fake e-mail user. Any
e-mail received is automatically unsolicited and therefore spam.

4 Blacklist providers exchange lists.

Some blacklists are implemented by placing offending IP addresses in a nameserver
database. When a spammer’s e-mail arrives, a DNS lookup is conducted to verify
that the sender’s e-mail address is legitimate. However, blacklisted addresses return
invalid responses so the server rejects the e-mail.

Spam filters

Spam filters attempt to identify spam from the content of the message body and not
the message headers. If spam filtering can be done, it will strike at the heart of the
problem and hit spammers in an area that they may not be able to circumvent.
Spammers may be unwilling to change the content of an e-mail, which is in essence
their advertisement message. If spammers are not able to present the advertise-
ment, they may as well not send the e-mail at all.
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Defining Bayesian Logic

According to Bayesian logic, the only way to quantify a situation with an uncertain outcome
is through determining its probability. Bayes’ Theorem is used to quantify uncertainty based
on probability theory. The Bayes’ Theorem defines a rule for refining a hypothesis by factor-
ing in additional evidence and background information. This leads to a number that is the
degree of probability that the hypothesis is true.

For example, suppose that you have a bag that contains three marbles, each of which may
be blue or red. In a blind test, you reach in and pull out a red ball. You return the ball to the
basket and try again and again pulling out a red ball. Once more you return the ball to
the basket and pull a ball out, red again. You form a hypothesis that all the balls are, in fact,
red. Bayes’ Theorem can be used to calculate the probability (p) that all the balls are red
(an event labeled as A) given (symbolized as |) that all the selections have been red (an
event labeled as B):

p(A|B) = p{A + B}/p{B}

The possible combinations are RRR, RRB, RBB, and BBB. The possible outcomes are RRR,
RRB, RBR, RBB, BRR, BRB, BBR, and BBB. The chance that all the balls are red is % (possi-
ble combinations) in % of all possible outcomes. Therefore, the probability that all the balls
in the bag are red, given that all the selections so far have been red, is 0.5 where 0 is no
probability and 1 is 100 percent probability.

A spam filter builds on the fact that spam is easily recognized by the recipient of
the e-mail. Partially, this is because the recipient has not requested the e-mail, but
also because the information contained in the e-mail is not of interest to the user. It
is also assumed that a third party would also be able to identify spam. Terms of
familiarity such as Hi, re:, and your account, are not likely to fool a third party into
thinking the e-mail is legitimate and not spam. The task for a spam filter is to auto-
mate the process that is done so easily by the user (or third party). In most cases,
spam filtering can be done with statistical analysis and Bayesian logic.

Statistical analysis is done by comparing large sets of normal e-mail and sets of
spam. Statistics are then derived that look for combination of words that do not
normally occur in legitimate e-mail.

Maintaining e-mail confidentiality

Confidentiality is achieved when a third party cannot read the e-mail sent between
the sender and the receiver.
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The e-mail traffic itself can be protected against a third party reading the e-mail
with the use of encryption. If the third party can (somehow) defeat the protections
previously listed and get a copy of the e-mail, he or she would still have to decrypt
the e-mail. The following are some factors to consider when determining how effec-
tive encryption will be in maintaining the e-mail’s confidentiality:

4+ If a symmetric key is used, the key is passed securely between the sender and
receiver. Hopefully, the key is transmitted in a different manner than the
e-mail itself. It would be foolish to e-mail the encryption key and then e-mail
an encrypted message. If an attacker can capture the e-mail, they are just as
likely to be able to grab the key.

4+ If a public-private key encryption method is used, the receiver’s private key
must be protected and kept secret. With public-private key encryption, only
the recipient’s private key will be able to open and read the message.

4+ Strong encryption methods should be used. If a weak method is used to
encrypt the message, the attacker may grab the e-mail and spend a few weeks
decrypting the message. Strong encryption methods are Secure Sockets Layer
(SSL) using 128 (or more) bits and Pretty Good Privacy (PGP) using 2048 (or
more) bit keys.

~Cross- '\ SSL and PGP are discussed in detail in Chapter 16.

| Reference \;
||__,_.a--"'"'_r.r.

Maintaining e-mail integrity

Integrity is the assurance that an e-mail has not been altered in transmission
between the sender and the receiver. In familiar terms, integrity ensures that the
receiver gets the message that the sender has sent.

E-mail integrity is ensured with the use of digital signatures. (Digital signatures are
described earlier in this chapter in the “Data integrity” section.) E-mail integrity can
also be maintained by encrypting the e-mail, because any alteration to the
encrypted e-mail will cause the decryption to fail.

Digitally signing e-mails also allows for nonrepudiation. Repudiation occurs when
the sender of the e-mail denies having sent the e-mail at a later date. The sender
may attempt to claim that the e-mail is a hoax or a forgery. Because only the holder
of the private key (the sender) can create the digital signature, the sender of the
e-mail will have to accept responsibility for sending the e-mail or claim that their
private key was stolen.
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E-mail encryption does not allow for nonrepudiation. Because the encryption is
done with the receiver’s public key, anyone who has access to this key can encrypt
the e-mail.

E-mail availability issues

A user’s ability to send and receive e-mails determines his availability, which is con-
sidered a security issue. If an attacker is able to prevent the use of e-mail, this con-
dition would be considered a DoS attack.

E-mail availability is provided by means that are usually considered outside the
scope of the e-mail system (with the possible exception of spam filters). The follow-
ing are some measures that system and network administrators can generally take
to ensure e-mail availability:

4 The use of a spam filter (discussed earlier in this chapter)

4+ The use of border protection devices such as firewalls and proxies

4+ The use of internal network protection devices such as intrusion detection
systems (IDS)

4 The use of host-based intrusion detection systems (HIDS) to protect individ-
ual servers and workstations

4+ The use of frequent backups, strong passwords, and other good operating
procedures

The E-mail Protocols

Several protocols are associated with e-mail, such as SMTP, POP, and Internet
Message Access Protocol (IMAP). These are discussed briefly in the following sec-
tions.

SMTP

The Simple Mail Transfer Protocol (SMTP) is used for sending e-mail messages
between servers. Most systems that send mail over the Internet use SMTP to send
messages from one server to another; the messages can then be retrieved with an
e-mail client using either POP or IMAP. Figure 8-8 illustrates how e-mail is sent with
SMTP and received with POP or IMAP.
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Email Client Email Client

SMTP Sends Mail
to the Server

port25 «—— > SMTP

(sendmail)
POF’B Retrieves port 110 > POP3
Email from Server (POP Daemon)
SMTE Sends ar?d port 220 IMAP3
Retrieves Email (IMAP Daemon)

Figure 8-8: Various protocols are used to send and receive e-mail.

The SMTP protocol looks very much like a conversation between the sender and
receiver. Figure 8-9 illustrates this conversation. Initially, the client connects on
port 25. This is a well-known port that most SMTP servers listen to; however, the
server can be configured to use any other port. Changing the port may make the
server more secure through obscurity, but it would then not be accessible to
receive mail from the general public. This configuration would only be practical on
an isolated corporate wide area network (WAN).

After connecting to port 25, the client waits for the server’s greeting. In the follow-
ing example, the commands issued by the client are shown in bold.

telnet the-isp.tmp 25

Trying 169.112.72.30...

Connected to the-isp.tmp.

Escape character is '7~]'.

220 smtp.the-isp.tmp ESMTP Sendmail 8.12.8/8.12.8; Wed, 18 Aug
2004 14:50:41 -0400

The client then sends a HELO command with its domain name and waits for the
response, as follows. The commands are shown in all-caps here, although the proto-
col is not case sensitive. Some servers also support the EHLO command, which
requests that the server send more information about commands that are available
at each step in the conversation. Some mail servers require that the client accu-
rately report their domain; other servers accept any domain name. Reporting a
fabricated domain name may be a means for spammers and attackers to hide

their tracks.

HELO johnbrown

291



2972  Partll + Operating Systems and Applications

Email _
T Server

C

i
'ent Connegctg to Server vig TCP port 25

fion
Server Acknowledges Connec
Client Sengs HELLO ¢
w

d
Server Acknow\edges Comman

C

lient Sends MAIL FROM: Commang

Server Acknow\edges command
Client Sengs RCPT T0:
w

nd
Server Acknow\edges Comma
Client Sends p
ATA Command

mmand
Server Acknowledges Co
Client s i
ends Emajj Headers and Body
Client s j B
ends just g ' 0naline
f Message Body
Server Acknowledges End 0
Client Sends Quit Commang

gerver Closes Connection

Figure 8-9: A typical SMTP conversation
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The SMTP server responds with the domain name of the client as the server recog-
nizes the client. This need not be the same domain name as the client has sent in
the HELO command.

250 smtp.the-isp.tmp Hello [112.218.183.8], pleased to meet you

The client then sends a MAIL FROM: command providing the sender’s address, and
waits for the response:

MAIL FROM: billy-joe@research.tmp
250 2.1.0 billy-joe@research.tmp... Sender ok

The client now sends one RCPT TO: command for each recipient address. The
server must acknowledge each command before the client can continue.

RCPT TO: mom@research.tmp
250 2.1.5 mom@research.tmp... Recipient ok

The e-mail message can now be transmitted. Both message headers and body are
part of the data command in the SMTP protocol. The data entry continues until a
period (.) followed by a carriage return is entered on a newline, as follows:

DATA

354 Enter mail, end with "." on a Tine by itself
Subject: Hi Mom!

How are you?

Please send money!

Love,
your son - jb

é50 2.0.0 i7110fM0001724 Message accepted for delivery

Note that all of the header data need not be true. The SMTP protocol treats the
Date, From, and To header lines as user-defined data. There is no requirement that
these be valid. Spammers will usually put in false header data to avoid detection.

The telnet and SMTP session is now closed with the quit command. If the client has
more than one message to transmit, rset command is sent and then followed with a
new MAIL, RCPT, and so on. After all messages have been transmitted, the quit com-
mand is sent:

QUIT
221 2.0.0 smtp.research.tmp closing connection
Connection closed by foreign host.
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POP

The Post Office Protocol (POP) is used to retrieve e-mail from a mail server. POP3 is
the most recent version of the protocol and is available in all popular mail clients.
POP3 is intended for users to download their e-mail from a mail server on which
they have an account or mailbox. Most e-mail clients have a default behavior of
deleting the mail on the server after it is downloaded. POP3 does not support
sending e-mail.

POP3 is by far the most common protocol used by nontechnical Internet users. It
should, therefore, be closely watched for the security concerns that it raises. POP3
uses a client-server model in which the client connects to the server and issues
simple text commands, and the server responds. Basic POP3 does not support
encryption, so both passwords and the e-mail content are transmitted in the clear
(unencrypted). Clients and servers may offer enhanced authentication and encryp-
tion that can be used with POP3 to alleviate the security concerns.

To authenticate using the USER and PASS command combination, the client must
first issue the USER command. If the POP3 server responds with a positive status
indicator (+OK), the client may issue either the PASS command to complete the
authentication, or the QUIT command to terminate the POP3 session. If the POP3
server responds with a negative status indicator (-ERR) to the USER command, the
client may either issue a new authentication command or the QUIT command. The
following is a POP3 session that was initiated with telnet from a command prompt.
The commands issued by the client are in bold and the passing of user names and
passwords in the clear is transparent:

telnet pop.the-isp.tmp 110

Trying 163.67.114.17...

Connected to pop.the-isp.tmp.

Escape character is "~]'.

+0K Messaging Multiplexor (iPlanet Messaging Server 5.2 HotFix 1.21 (built Sep
8 2003))

USER jim-bob

+0K password required for user jim-bob
PASS sad2say

+0K Maildrop ready

LIST

+0K scan 1isting follows

1 2059

RETR 1
+0K 2059 octets
Return-path: < jim-bob@sytexinc.com>
Received: from dedicated199-bos.wh.ip.net ([10.228.166.89])
by cluster02-bos.wh.ip.net
(iPTanet Messaging Server 5.2 HotFix 1.21 (built Sep 8 2003))
with ESMTP id <0I2NOOLHYMLUAL@cTuster02-bos.wh.sprintip.net> for
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jim-bob@the-isp.tmp; Wed, 18 Aug 2004 18:13:06 +0000 (GMT)
<multiple Received: lines deleted>

Date: Wed, 18 Aug 2003 14:14:20 -0400

From: Jim Bob < jim-bob@atrc.sytexinc.com>

Subject: Hi mom

To: jim-bob@the-isp.tmp

Reply-to: jim-bob@atrc.sytexinc.com

Message-id: <1092852860.10112.4.camel@compaq.research.tmp>

MIME-version: 1.0

Content-type: text/plain

Content-transfer-encoding: 7BIT

Original-recipient: rfc822; jim-bob@the-isp.tmp

Please send money!

lTove jim-bob

DELE 1

+0K message deleted

QuUIT

+0K

Connection closed by foreign host.

IMAP

The Internet Message Access Protocol (IMAP) is a method of accessing e-mail on a
remote server. It was designed for use where the e-mail will stay on the remote
server, and the user may access the e-mail from more than one client. In this way,
the user can be mobile and still have access to all the new and old e-mails. IMAP
supports capabilities for retaining e-mail and organizing it in folders on the server.
IMAP is often used as a remote file server.

IMAP offers features similar to POP3 with some additions that improve the effi-
ciency for the user and improve their performance over low-bandwidth lines. IMAP
has some search capabilities so users do not have to download all their messages
to find the critical ones. The structure or outline of a message can also be read
without the need for the client to download the entire message. If the user chooses
to read the message, the entire e-mail (or just part of it) can be downloaded. Some
of the features of IMAP offered by the standards are as follows:

4+ Access to multiple mailboxes on multiple servers
4 Support for folder hierarchies

4+ Standard and user-defined message flags

4+ Shared access to folders by multiple users
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4+ Message searching and selection
4 Selective access to MIME body parts

4+ Provision for protocol extensibility through annotations

These features clearly support users who need to access their e-mails from multiple
locations and clients and have a need to store the messages for later recall and
manipulation.

E-mail Authentication

Proper authentication is also a security concern. Sometimes authentication is con-
sidered a confidentiality issue (for the e-mail receiver) or an integrity issue (for the
e-mail sender). E-mail authentication is generally part of the e-mail protocol used.
This section discusses several methods for authenticating e-mail.

Plain login

In the plain authentication method, the user name and password are converted into
a base64 encoded string. Base64 encoding was described earlier in Figure 8-1 and in
the “Attacks involving malcode” section. In the following example, the application
mimencode is used to convert the three NULL-terminated strings of user,

myUserName, and mySecretPassord into one base64 string. This results in a string
of dXNTcTwwbXTVc2VyTmFtZVwwbX1TZWNYZXRQYXNzd29yZAo=.

echo "user\OmyUserName\OmySecretPassword" | mimencode

dXNTcTwwbXTVc2VyTmFtZVwwbXTTZWNyZXRQYXNzd29yZAo=

Manually telneting into a server and issuing the following commands demonstrates
the plain authentication process.

telnet email.sytexinc.com 25

Trying 192.168.1.25

Connected to 192.168.1.25

Escape character is '~]'.

HELO test

auth plain dXN1clTwwbX1Vc2VyTmFtZVwwbXT1TZWNyZXRQYXNzd29yZAo=
235 Authentication successful

Note that the mail server responded with “Authentication Successful,” indicating
that the user name and password were accepted as proper authentication.
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Although the user name and password are not human readable during the telnet
transaction, this is not a secure way to transmit a password. Anyone sniffing the
packets would have no difficulty in identifying the protocol and authentication
method. They could then easily extract and decode the password.

Login authentication

Login authentication is similar to plain authentication, with the user name and pass-
word being passed separately. The following example shows the user name and
password being encoded with base64. The user name and password are then used to
authenticate to the mail server. The lines in bold are entered on the command line.

ff echo "myUserName" | mimencode
bX1Vc2VyTmFtZQo=
## echo "mySecretPassword” | mimencode

bXTTZWNyZXRQYXNzd29yZAo=

The following manual telnet session demonstrates the login authentication. The
lines in bold are entered by the e-mail client.

## telnet email.sytexinc.com 25
Trying 192.168.1.25
Connected to 192.168.1.25
Escape character is '~]'.
HELO test

auth login

334 VXN1cmbhbWUC6
bX1Vc2VyTmFtZQo=

334 UGFzc3dvemQ6
bXTTZWNyZXRQYXNzd29yZAo=

235 Authentication successful

Note that the mail server provided prompts of “Username:” and “Password:” that
are base64 encoded as VXN1cm5hbWU6Cg and UGFzc3dvcmQ6, respectively.

As with plain text authentication, this is not a secure method of transmitting the
user’s password. The protocol and authentication method are easily identified and
the password extracted and decoded.

APOP

Authenticated Post Office Protocol (APOP) encrypts the user’s password during a
POP session. The password is encrypted by using a secret that the user provides to
the server long before the APOP session.
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The strength of this encryption depends on a number of factors, including the
following:

4+ The complexity of the secret— The more complex the secret, the better the
encryption.

4+ How often the same secret is used — Over time, the encryption can be bro-
ken if the secret is not changed.

To assign the secret on the mail server, the user logs in to the server and issues the
popauth command. The user is then prompted for the secret key. Later, when the
user attempts to retrieve e-mail with an e-mail client, the same secret key is pro-
vided to the client so that the user’s password can be encrypted.

There are three security concerns when using APOP:

4+ The password used is not the same as the user login; therefore, a separate file
must be used to keep this password. This becomes another point of failure
and possible way to exploit.

4 Not all clients support APOP. This may lead organizations to settle for a more
universal, although less safe method of authentication, such as the basic user
name and password used by POP3.

4+ APOP is concerned only with encrypting the user name and password and
does not encrypt the e-mail messages itself.

NTLM/SPA

The NT LanManager (NTLM) protocol, also known as Secure Password Authentication
(SPA), is a Microsoft-proprietary protocol that operates via the SMTP AUTH interface
defined by RFC 2554. This authentication is provided by Microsoft mail for its mail
servers and clients as a secure means of authenticating POP3, SMTP, and IMAP traffic.

The NTLM/SPA authentication exchange consists of three messages, as described in
the following scenario:

1. The client (either Outlook or Outlook Express) sends the authentication
method to be used and the server responds.

AUTH NTLM
+0K NTLM

2. Now the first authentication message is sent by the client to identify itself to
the server. This is message type 1; it indicates the version of Outlook.

TTIRMTUNTUAABAAAABoI<message 1>
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3. The second authentication message is the server’s challenge. This message
contains a string of 8 bytes called the nonce. The client will encrypt the nonce
with the user’s password and send it back to the server.

+ TTRMTVNTUAABAAAAA4I<message 2>

4. Finally, the client responds with the third authentication message. This identi-
fies the user, domain, and host name. The nonce sent in the server’s challenge
is encrypted with the user’s password and returned in this message. The
server repeats the encryption process with the stored password for the user
and, if the response strings match, authentication is complete. The server
then acknowledges that the user has authenticated.

TIRMTVNTUAADAAAAGAA<message 3>

+0K logged onPOP before SMTP

The POP before SMTP authentication method provides a means for preventing
spammers from using a mail server for relaying, while providing plenty of flexibility
for users that change locations frequently.

Mail relaying is when a mail server in domain A is used to send mail between
domains B and C. Mail servers that permit relaying are abused by spammers who
want to cover their tracks by not using their own mail servers to send mail. If a
spammer were to use his or her own mail server, the Internet community would
quickly block and isolate the spammer’s domain.

Many organizations need to provide mail-sending capability for users that access
the mail server from different (and changing) domains. Consider a mobile sales
force that must send frequent e-mail but is constantly on the road connecting from
different service providers. In such a case, the mail server must permit the relaying
of mail for the authorized users, while at the same time preventing spammers from
relaying mail. The POP before SMTP authentication method provides a solution for
this problem.

In a nutshell, SMTP relaying is permitted by an IP address if that IP address has par-
ticipated in a valid POP session in the prior x minutes. (The value of x varies for each
server but is typically 15 minutes to one day.) The POP protocol requires a valid pass-
word so spammers will not be able to use POP prior to using the mail server for relay-
ing. Therefore, only authorized users will be able to use the mail server for mail
relaying.

Kerberos and GSSAPI

Kerberos is a network authentication protocol designed to provide strong authenti-
cation for client/server applications by using secret-key cryptography. Kerberos
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authenticates the client application to the server application. A token is used to
authenticate the client. The client first obtains the token from a third-party server
(the token server). For the client to get the token, it must pass a strong authentica-
tion process.

~Cross- '\ Kerberos is discussed in more detail in Chapter 16.

| Reference ‘\

e
The Generic Security Services Application Programming Interface (GSSAPI) is an
attempt to establish a generic Application Programming Interface (API) for client-
server authentication. Typically, each application has its own authentication meth-
ods. By developing and using a common API, the overall security can be improved
by the increased attention paid to its implementation and testing. GSSAPI is similar
to Kerberos in that a token is passed between the mail client and server. The under-
lying mechanism is based on public-private key encryption technology.

Operating Safely When Using E-mail

In addition to the protections provided by the various protocols and encryption
methods, a user must also operate safely when using e-mail to avoid security prob-
lems. The following sections provide recommended safe operating procedures.

Be paranoid

You can avoid most e-mail-propagated malcode attacks by properly using your
e-mail. The following list outlines some steps that a paranoid user will use to keep
safe and secure:

4+ Keep your e-mail address private. Avoid providing it whenever possible on
Web sites and other interactive forums such as chat rooms.

4+ Set up one or more sacrificial e-mail addresses. When an e-mail address
must be provided to a Web site, the user should have a sacrificial e-mail
address to use. When an e-mail is received on this account the user knows
that there is a high likelihood that it will be spam or malicious in nature. The
user must resist the temptation to browse through the e-mails received on
this account.

4+ Keep e-mail for different organizations separate. In most cases, this will
mean one account for work and a separate account for home. The ramifica-
tions of receiving and propagating malicious code in a work environment may
be more damaging than at home.
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4+ Do not open any e-mail that is not expected. Common sense can be a strong
deterrent to the spread of malicious code. An unexpected “Read This” or “Try
This Game” should be ignored until the user can verify what the sender has
in mind. The verification can be in person, by phone, or by a second e-mail
(initiated from the user).

4+ Never save or open attachments from strangers. All curiosity must be
resisted.

4+ Never save or open attachments that are not absolutely needed. The fact
that a friend wants to send a user an attachment does not obligate the user to
open it. Some users would be surprised to find how easily life proceeds with-
out opening risky e-mails and attachments. If it is really important or of spe-
cial interest, the friend will follow up and explain what is in the attachment.

Mail client configurations

Microsoft Outlook uses security zones to allow users to customize whether scripts
and active content can be run in HTML messages. Outlook provides two choices for
the security zone setting: Internet or Restricted.

~Cross- |\ More detail on the Internet Explorer security zones is provided in Chapter 6.
| Reference\&

I_FF.J_._._.‘_'_,..-—-

Scripting capabilities of the e-mail clients should be disabled whenever possible. As
discussed earlier, if scripts are executed by the e-mail client, the user will be vulner-
able to worms and viruses. If scripts must be passed around, they should be saved
to a file and examined before being executed.

Mail clients should not use the Preview feature when viewing e-mail. Many e-mail
clients will provide a feature to preview the currently selected (highlighted) e-mail
on the list of e-mails. This is usually done in a split window, which simultaneously
shows the list of received e-mails in one half of the window while the currently
selected e-mail can be read in the other half of the window. The Preview feature can
be a risk for two reasons. First, depending on the client settings, when an e-mail is
opened for display, scripts may be run. Even if the user is aware that a virus is
propagating and the user would avoid opening the e-mail, the Preview feature
might inadvertently open it.

Another reason for not using the preview feature is that an e-mail may have a flaw
in the mime encoding. Some flaws can cause the client to hang or crash the mail
client when the e-mail is opened for reading. If it happens that such a malformed
e-mail is at the top of the list of e-mails, the Preview feature will attempt to open
this e-mail. As a result, the e-mail client will become unusable because each time
the client is launched, the Preview feature opens the malformed e-mail and the
client crashes immediately.
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Application versions

It is important to stay current with revisions and updates to mail client-server
software. SMTP mail servers are high-visibility targets of hackers. This susceptibil-
ity is demonstrated in the history of vulnerabilities and subsequent fixes that have
evolved over the years for the most popular mail server, sendmail. It was not
uncommon to see a new version of sendmail every three months. The pace has
slowed in recent years, but new versions are still released every 12 months or so.

You should stay current with the new releases of a mail server. When a new vulnera-
bility or exploit is discovered, a corresponding mail server fix will quickly follow. It
is important that all mail servers be upgraded to the new release. Attackers of mail
servers will seek the path of least resistance. They will seek out old versions of the
mail server application and focus their attacks on these servers.

Network administrators should check the CERT Coordination Center (CERT/CC) at
www.cert.org for alerts and summaries to ensure that they are running the latest
recommended version of their mail server. If the mail server that is being used is
not listed by CERT/CC, the network administrators should check with the mail
server vendor for the latest recommended release.

When downloading a new version of an SMTP application, it is important to verify
the download site (download only from sites with valid certificates) and verify the
PGP or MD5 signature of the download. There have been attacks in the past where
bad (vulnerable) versions of sendmail have been circulated over the Internet.
Network administrators, believing they were protecting themselves, inadvertently
downloaded and installed vulnerable versions of sendmail.

Architectural considerations

A number of system and network-related architectural considerations ensure safe
use of e-mail:

4+ Check for viruses. Every workstation or server should run virus protection.

4+ Use a mail relay or mail proxy. Medium- to large-size organizations benefit
from having all their mail received first by a mail relay or mail proxy. The mail
relay will usually sit in the DMZ outside the perimeter firewall. If configured
properly, the relay can check for unwanted scripts, viruses, and questionable
attachments. Mail relays are also a good place to put spam protection, such as
blacklist monitoring and spam filtering.

4+ Buffer against attacks. If possible, risky activity should be undertaken on
workstations that can better afford to be attacked. Generally, this would be a
workstation that has little or no personal and sensitive data. This workstation
should also not contain critical applications that can’t be lost or re-installed. It
should be expected that a workstation that is buffering this way may have to
be rebuilt every 3 to 6 months.



Chapter 8 + E-mail Security

4+ Back up frequently. Even the best security measures will occasionally fail to
stop a new and emerging threat. To minimize the impact, when that happens,
backups should be done frequently. The frequency of backups depends on the
level of critical data involved. A book author will back up a few times a day,
while the typical home user may get by with backing up once a week or once a
month.

4 Control scripting capabilities. Some mail client will provide collaboration
capability and run scripts automatically. Usually, this feature can be disabled
to reduce the risk worm and virus attacks.

<+ Limit attachments. Attachments can contain scripts and executable code.
When the user runs these scripts or executables, they will have all the privi-
leges and access that the user enjoys. Unless the user is diligent and fully
appreciates the risk, it is not safe to allow attachments on e-mail.

4+ Quarantine attachments. In many cases, an organization can benefit from
quarantining attachments. This is done by a mail relay or mail proxy that
strips attachments off of e-mails before they are delivered to users. If the user
can assert the need for the attachment and verify that it has been sent by a
legitimate sender, they can recover that attachment.

SSH tunnel

Creating a secure tunnel for using less secure e-mail protocols can be a strong
method of protecting the privacy and integrity of the e-mail. Secure Shell (SSH) is a
program for logging into a remote machine. SSH allows for executing commands on
a remote machine and is intended to replace rlogin and rsh. SSH provides secure,
encrypted communications between two untrusted hosts over an insecure network.

With SSH, TCP/IP ports can be forwarded over the secure channel (through the
tunnel). Normally, the SSH client connects to the server over port 22. Consider the
following commands (client commands are in bold):

ssh 192.168.1.2

jim-bob@192.168.1.2"'s password:shh!secret

Last login: Sat Aug 21 11:58:33 2003 from 172.16.1.3
[jim-bob@192.168.1.214#

The SSH client (ssh) attempts to connect to the server 192.168.1.2 on port 22.
The client and server exchange encryption keys and then the client is prompted for
a password on the server. It is important to note that the password exchange is
done under the umbrella of the encryption; therefore, the password is not vulnera-
ble to sniffing. Once the client has been authenticated, the user gets a window with
a command line prompt for entering commands on the server. Everything that the
user types and receives in this window is encrypted.
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Within this command line prompt window, the user can read and send mail on the
mail server. For reading e-mail, the user can use a text-based client, such as elm or
pine. The user can also read the e-mail directly from the mailbox, as follows:

[jim-bob@192.168.1.21# cat /var/spool/mail/jim-bob

Return-path: <tmp@the-isp.tmp>

Received: from my.ip.net ([10.228.166.89]1) by
cl.ip.net (Server 5.2 HotFix 1.21
(built Sep 8 2003)) with ESMTP id
<0I1X008AF926WC@cluster02.ip.net> for
tmp@the-isp.tmp; Wed, 04 Aug 2004 12:22:54 +0000

Date: Wed, 04 Aug 2003 12:21:55 +0000 (GMT)

From: tmp@the-isp.tmp

Subject: Send you money!

Message-id: <0I1X001GF8Z03G@boded0199s.ip.net>

Content-transfer-encoding: 7BIT

Mime-Version: 1.0

Hi,
Jim-bob, I sent your money

Love, Your Mom

Mail can be sent in the command line prompt window using the mail command,
which invokes sendmail directly, as follows:

[jim-bob@192.168.1.21# mail -s "Thanks Mom" momma@my-isp.tmp
Thanks again, Mom!
Love,

Your son

cc:
[jim-bob@192.168.1.214#

While a user can accomplish the sending and receiving of e-mail in a command line
prompt window during an SSH connection, it is less than optimal. Most users will
want to use their favorite e-mail clients. With an SSH tunnel, the user can still have
the protection of the SSH encryption, while using their favorite client applications.
Figure 8-10 illustrates an SSH tunnel. The following steps are involved in setting up
an SSH Tunnel:

1. Establish the SSH session.

2. Configure the e-mail client.
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Figure 8-10: An SSH tunnel to secure e-mail

Establish SSH session

An SSH connection to the mail server is established in a similar manner to that
described earlier. This will, again, result in a command line prompt window, which
will not be used in this case. This can be done with a Windows application, such as
putty or on a command line, as follows:

ssh mail.sytexinc.com

When establishing the SSH session, forward ports from the client to the server. In
this case, the client’s port 110 (POP3) is forwarded to the server’s port 110 for
receiving e-mail. Also, the client’s port 25 (SMTP) is forwarded to the server’s port
25 for sending e-mail. The syntax for designating this port forwarding is as follows:

ssh -L 110:mail.iwc.sytexinc.com:110 \
-L 25:mail.iwc.sytexinc.com:25 \
mail.iwc.sytexinc.com

The syntax tells the SSH application to forward the local port (-L) of 110 to
mail.iwc.sytexinc.com:110.

Configure e-mail clients

Once the SSH session is established, the user’s e-mail client can be configured to
send and receive e-mail to use the SSH tunnel. To do this, the e-mail client should
use the POP protocol to acquire e-mail from the user’s local port 110, instead of the
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mail server’s port 110. In the same manner, the user’s e-mail client should be config-
ured to send mail to the local port 25, instead of the mail server’s port 25. Note that
on e-mail clients, it is often the case that the user does not set the port numbers,
rather they choose the protocol of POP and SMTP and the ports are defaulted to
110 and 25, respectively.

Once the e-mail client is configured, the user can receive from (POP) and send to
(SMTP) the mail server. The processes are secure, because the traffic passes
through the SSH tunnel.

SSH advantages and disadvantages

The advantage of the SSH tunnel is having a secure, end-to-end connection to the
mail server over which all mail traffic is sent and received. This compensates for
the use of insecure protocols, such as POP3 and SMTP, both of which are easily
intercepted (sniffed) and passwords read.

Another advantage of SSH tunneling is the ability to use the two most supported pro-
tocols for e-mail (POP3 and SMTP). All e-mail clients and servers support these
protocols. Because SSH has been ported to all platforms, there should be no barrier
to an organization setting up an SSH tunnel as the means for remote users to access
sensitive e-mail.

Following are some of the disadvantages or considerations when using an SSH
tunnel:

4+ The SSH session must be established prior to receiving or sending mail.
Most users are accustomed to having instant access to e-mail, without the
need to establish a prior connection. Most users will probably bring up the
SSH session and leave it up as long as they are on the workstation.

4 SSH sessions may time out and close, causing the user to fail to send or
receive e-mail. Depending on the sophistication of the user, this could require
some user training to check and re-establish the SSH session.

4+ While SSH is ported to all platforms, the SSH application does not come
installed out of the box on many systems. Therefore, the system administra-
tors or users have the extra task of finding and installing an SSH client.

4+ The SSH daemon may not be part of the default mail server installation.
Network or system administrators may have to install and configure the SSH
server-side daemon on the mail server.

4 SSH tunneling provides a secure send and receive method between the
client and server. However, this may not extend all the way to the other end
of the total e-mail path —the other email user (see Figure 8-11).
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SSH Tunnel

Mail Server

Email Client Email Client

N A J
4 N4

Email is Secure Email is Not Secure

Figure 8-11: An SSH tunnel secures one-half of the e-mail transmission.

PGP and GPG

Pretty Good Privacy (PGP) and GNU Privacy Guard (GPG) are public-private key
encryption technologies that can enhance the security of many applications,
including e-mail. GPG and PGP are compatible because new releases will be
implemented on the OpenPGP standard.

PGP is probably the most popular cryptographic application in the computer com-
munity. PGP is an application developed by Phil R. Zimmermann that allows you to
communicate in a secure way over an insecure channel. Using PGP, the privacy of
data can be protected with encryption so that only intended individuals can read it.
PGP is based on public key cryptography: two complementary keys, called a key
pair, are used to maintain secure communications. One of the keys is designated as
a private key to which only you have access, and the other is a public key, which
you freely exchange with other PGP users. Both your private and your public keys
are stored in keyring files.

GPG is the open-source equivalent of PGP and is compliant with the proposed
OpenPGP Internet standard, as described in RFC 2440. Some of the uses of PGP/GPG
are as follows:

4+ Encrypt files for transmission or storage on a hard drive. The e-mail mes-
sage can be put into a file, encrypted, and then attached to an e-mail.

4+ Encrypt data for transmission with other protocols such as POP3. PGP and
GPG integrate with the mail clients to encrypt the data.

4+ Create digital signatures of e-mail messages. PGP and GPG integrate with the
mail clients to sign the e-mail message.
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Summary

E-mail (along with Web browsing) is one of the most popular uses of the Internet.
But for all of its widespread use, e-mail is very insecure. This insecurity comes
about mostly because of two factors:

4+ Alot of sensitive and private data is sent via e-mail. The potential loss or
damage due to a security incident can be considerable in terms of dollars
(lost work) or prestige (embarasment).

4+ E-mail started out and is still mostly today sent in the clear (unencrypted).
This is of particular concern because it is relatively simple for a technical
person to sniff (intercept) e-mail traffic on a network.

There are a number methods to improve the security of e-mail, such as using the
more secure protocols that will encrypt the mail traffic.

+ o+ 0+



Domain Name
System

When the Internet first began and was known as
ARPANET, it was a small community of universally
known IP addresses. As it grew to the bustling size of a few
hundred hosts, it was determined that memorizing and identi-
fying servers by numbers was difficult and inefficient. Because
numbers are more difficult for humans to remember, names
were developed for servers. So instead of 15.5.5.5 you could
say wiley.com. However, there needed to be a way to link the
IP address to a domain name.

To diminish this burden, a flat text file, hosts.txt, was cre-
ated, which contained a listing of server IP addresses and
descriptive host names. The following is a sample of what this
would look like:

15.5.5.1 Eric
15.5.5.2 Server

Now if someone wanted to use telnet to connect to the sys-
tem, they could type either telnet 15.5.5.1 or telnet Eric and
it would work.

This file was maintained on a single server by the Network
Information Center (NIC) of Stanford Research Institute (SRI).
Each administrator was responsible for maintaining an up-to-
date copy from the central server on their own host.

This system posed many limitations, including restrictions on
domain name selection, inaccuracy, and inefficiency for par-
ticipating administrators.

As aresult, in 1984 Paul Mockapetris of the University of
Southern California’s Information Sciences Institute developed
a design for a more efficient distributed translation method.
His suggested architecture was released in RFCs 882 and 883
and became the foundation for the domain name system
(DNS) used today.
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-
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In This Chapter

Understanding the
role of DNS

Identifying common
DNS security
weaknesses and
attacks

Explanation of single-
server, split, and
splitsplit DNS
designs

Building a DNS

architecture
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Purpose of DNS

A DNS is composed of name servers, resolvers, and their communications protocol.
Together they create a distributed Internet directory service capable of translating
between IP addresses and host domain names.

Nearly all Internet services today rely on DNS to function, and without this transla-
tion mechanism they cannot operate.

Without DNS, you would enter http://216.239.39.99 into your Web browser
instead of http://www.google.com, you would send e-mail to sring@63.
148.66.186 instead of ecole@testsystem.com, and you would have to configure
your instant message chat client to know that America Online is at 64.12.30.216.
Essentially, the Internet can still function without DNS; but it would mean you
would have to remember numbers instead of names. If you know a company is
called Wiley, you can make a good guess at what its domain name might be, but you
would have no idea what their IP address is.

IP addresses alone are difficult to remember. DNS provides a means of translating
addresses into names (and vice versa) that can be descriptive and representative of
a site and its purpose/contents.

As shown in Figure 9-1, reading from left to right, a fully qualified domain name is
composed of a server, optional subdomains, an organizational domain, and a top-
level domain.

fully qualified domain name
A
: I

www . wiley . com
I
server I—,

domain

top-level
domain

Figure 9-1: Fully qualified domain
name structure

Top-level domains are shared across organizations and examples include . com,
.mil, .edu, and .org. Domain names are registered by organizations through
providers such as Network Solutions and Register.com. They are generally not
shared across organizations and are descriptive of the information provided within
the domain. When subdomains are used, fully qualified domain names are similar to
the names in Figure 9-2.
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www . sales . wiley . com www . publishing . wiley . com

\ sub-domains /

Figure 9-2: Fully qualified domain names including subdomains

Subdomains provide the ability to further categorize a site. However, they require
the user to remember and type additional information, and are therefore infre-
quently used.

On October 25, 2001, the United States Patent and Trademark office awarded

~~  patent application number 20010034657 titled “Method and apparatus for con-

ducting domain name service” to ldeaflood, Inc. According to this application,
Ideaflood has patented the idea of assigning users sub-domains, such as
client.hostingcompany.com.

Top-level domain names were initially broken down by organization type, such as
gov for government, edu for education, and com for commercial. However, as the
Internet became a global network, people wanted to be able to distinguish by coun-
try. In addition, countries that came late to the game noticed all of the good names
were used up. Now if you reside in Andoria and your company is named Wiley,
because wiley.com is taken, you could register wiley.an. Table 9-1 lists the high-level
domain names based on country.

Table 9-1
Top-Level Domains from Around the World
Domain Country Domain Country Domain Country
ad Andorra, Principality of gm Gambia nr Nauru
ae United Arab Emirates  gn Guinea nt Neutral Zone
af Afghanistan, gov USA Government nu Niue
Islamic State of
ag Antigua and gp Guadeloupe nz New Zealand
Barbuda (French)
ai Anguilla gq Equatorial Guinea om Oman
al Albania gr Greece org Non-Profit
Making
Organizations
(sic)

Continued
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Table 9-1 (continued)

Domain Country

Domain Country

Domain Country

am

an

ao

aq

ar
arpa

as

at

au
aw
az
ba
bb
bd
be

bf
bg

bh
bi

bm
bn
bo
br
bs

Armenia

Netherlands Antilles
Angola

Antarctica

Argentina
Old style Arpanet

American Samoa
Austria

Australia

Aruba

Azerbaidjan
Bosnia-Herzegovina
Barbados
Bangladesh

Belgium

Burkina Faso

Bulgaria

Bahrain
Burundi

Benin

Bermuda

Brunei Darussalam
Bolivia

Brazil

Bahamas

gs

gt
gu

gw

hk

hm

hn

S. Georgia &
S. Sandwich Isls.

Guatemala

Guam (USA)

Guinea Bissau

Guyana
Hong Kong

Heard and
McDonald Islands

Honduras

Croatia
Haiti
Hungary
Indonesia
Ireland
Israel

India

International

British Indian
Ocean Territory

Iraq
Iran

Iceland

Italy
Jamaica
Jordan
Japan

Kenya

pa

pe

pg

ph
pk

pm

pn
pr
pt
pw
Py
qa
re

ro

ru

sa
sb

sc
sd
se
sg
sh

Panama

Peru

Polynesia
(French)

Papua New
Guinea

Philippines
Pakistan

Poland

Saint Pierre
and Miquelon

Pitcairn Island
Puerto Rico
Portugal
Palau
Paraguay
Qatar

Reunion
(French)

Romania

Russian
Federation

Rwanda
Saudi Arabia

Solomon
Islands

Seychelles
Sudan
Sweden
Singapore

Saint Helena
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Domain Country Domain Country Domain Country
bt Bhutan kg Kyrgyz Republic si Slovenia
(Kyrgyzstan)
bv Bouvet Island kh Cambodia, Sj Svalbard and
Kingdom of Jan Mayen
Islands
bw Botswana ki Kiribati sk Slovak
Republic
by Belarus km Comoros sl Sierra Leone
bz Belize kn Saint Kitts & sm San Marino
Nevis Anguilla
ca Canada kp North Korea sn Senegal
cc Cocos (Keeling) kr South Korea S0 Somalia
Islands
cd Congo, The kw Kuwait Sr Suriname
Democratic
Republic of the
cf Central African ky Cayman Islands st Saint Tome
Republic (Sao Tome)
and Principe
cg Congo kz Kazakhstan su Former USSR
ch Switzerland la Laos sV El Salvador
ci Ivory Coast Ib Lebanon sy Syria
(Cote D’lvoire)
ck Cook Islands Ic Saint Lucia sz Swaziland
cl Chile li Liechtenstein tc Turks and
Caicos Islands
cm Cameroon Ik Sri Lanka td Chad
cn China Ir Liberia tf French
Southern
Territories
co Colombia Is Lesotho tg Togo
com Commercial It Lithuania th Thailand
cr Costa Rica lu Luxembourg tj Tadjikistan
cs Former
Czechoslovakia Iv Latvia tk Tokelau
cu Cuba ly Libya tm Turkmenistan

Continued
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Table 9-1 (continued)

Domain Country

Domain Country

Domain Country

v
X
cy
cz
de

dj
dk
dm
do
dz

ec

edu

ee

eg
eh

er

es

et
fi
fj
fk

fm

fo

Cape Verde
Christmas Island
Cyprus

Czech Republic

Germany

Djibouti

Denmark

Dominica
Dominican Republic
Algeria

Ecuador

Educational

Estonia

Egypt
Western Sahara

Eritrea

Spain

Ethiopia
Finland
Fiji

Falkland Islands
Micronesia

Faroe Islands

ma
mc
md
mg
mh
mil
mk
ml

mm

mn

mp

mgq

mx

(7
mz

na

Morocco
Monaco
Moldavia
Madagascar

Marshall Islands

USA Military
Macedonia
Mali
Myanmar
Mongolia

Macau

Northern
Mariana Islands

Martinique
(French)

Mauritania
Montserrat

Malta

Mauritius

Maldives

Malawi

Mexico

Malaysia
Mozambique

Namibia

tn
to
tp
tr
tt

<

ua

ug
uk

um

us

uy
uz

va

vC

ve

Vg

vi

vn
vu

wf

Tunisia
Tonga

East Timor
Turkey

Trinidad and
Tobago

Tuvalu
Taiwan
Tanzania
Ukraine
Uganda

United
Kingdom

USA Minor
Outlying
Islands

United States

Uruguay
Uzbekistan

Holy See
(vatican City
State)

Saint Vincent &
Grenadines

Venezuela

Virgin Islands
(British)

Virgin Islands
(USA)

Vietnam
Vanuatu

Wallis and
Futuna Islands
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Domain Country Domain Country Domain Country
fr France nato NATO (this was ws Samoa
purged in 1996 —
see hg.nato.int)
fx France (European nc New Caledonia ye Yemen
Territory) (French)
ga Gabon ne Niger yt Mayotte
gb Great Britain net Network yu Yugoslavia
gd Grenada nf Norfolk Island za South Africa
ge Georgia ng Nigeria zm Zambia
gf French Guyana ni Nicaragua zr Zaire
gh Ghana nl Netherlands W Zimbabwe
gi Gibraltar no Norway
gl Greenland np Nepal

Forward lookups

Name-to-address resolution is referred to as a forward DNS lookup. This is the nor-
mal operation of DNS used by most applications. In this case, the user sends a DNS
query to resolve the actual IP address that corresponds with a domain name. In
addition to providing a convenience to the user, the mechanics of forward lookups
enable a domain to implement load balancing (see Figure 9-3).

— www.yahoo.com —>
DNS query

<«—216.109.117.207 ——
DNS answer

110)

DNS Server

www.yahoo.com

216.109.117.207
Figure 9-3: Forward lookups translate domain names into IP addresses.

As the preceding figure depicts, the single server name www.yahoo.com can actu-
ally represent a cluster of hosts. Each of these hosts has a unique IP address.
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Depending on current load, DNS may respond with a different IP address to the
same user request, as depicted in the following code example:

blinky@site$ ping www.yahoo.com

PING www.yahoo.akadns.net (216.109.118.70) 56(84) bytes of
data.

64 bytes from p7.www.dcn.yahoo.com (216.109.118.70): icmp_seqg=1
tt1=53 time=11.1 ms

blinky@site$ ping www.yahoo.com

PING www.yahoo.akadns.net (216.109.117.204) 56(84) bytes of
data.

64 bytes from pl7.www.dcn.yahoo.com (216.109.117.204):
icmp_seq=1 tt1=52 time=13.7 ms

Both of the preceding DNS requests are to the site www.yahoo.com, but each
responds using different IP addresses.

Address information within name servers is optimized to provide the fastest
feedback to a forward query as possible. To do this, it is arranged categorically
based on top-level domains, domains, and subdomains. An example of this type of
representation is shown in Figure 9-4.

( .ald ) (.c%m) (.e|du> C.glov> C .rrllil ) C .olrg )
(amazon.com ) C.googlle.com> C .syte):(.com ) ( .yaholo.com )

C.atlrc> (.ccl)rp) ( .slso ) (.tmlsg>

Figure 9-4: Name server data storage for fast forward lookup queries

Reverse lookups

Address-to-name resolutions are called reverse DNS lookups. As the name suggests,
they are the exact opposite of the forward lookups. In general, these queries are not
made manually by users because users tend to remember host and domain names
better than IP addresses. Instead, they are used frequently by computers, which
prefer numbers.

Reverse lookups are commonly implemented in network-related applications such
as server-logging programs and sniffers.
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For example, take a look at how two different representations of the same exact line
from a tcpdump sniffer log compare:

21:00:38.327998 21:00:38.327998
10.1.1.100.50758 > 10.1.1.100.50758 >
66.35.250.150.http: S Slashdot.org.http: S
3708138522:3708138522(0) win 3708138522:3708138522 (0) win
5840 <mss 5840 <mss

1460,sack0K, timestamp 1460,sack0K, timestamp
22373740 0,nop,wscale 0> (DF) 22373740 0,nop,wscale 0> (DF)

The entry on the left does not resolve the IP addresses, whereas the entry on the right
does. The application itself processes the packet based on its address, but the address
is converted into a human-readable domain name for convenience to the user.

Strangely enough, this means that the representation started as a domain name,
was converted to an IP address for the application, and then reconverted into a
domain name.

Reverse lookups are also occasionally used to determine the domain of from where
a user is originating. This can be used as a method of authorization.

As an example, a user may only want to allow hosts from company.com to access a
server. Entering all of the allowed IP addresses into an inclusive filter would be time
consuming and require constant maintenance as new hosts are added or removed.
Using domain names in the filter means the filter is able to do a reverse lookup to
obtain all of the IPs tied to that filter and block anyone coming from a specific
domain. This is much easier than trying to list every single IP address.

Conventional storage within a name server is optimized to provide fast results
based on forward reverses. Because several ranges of IP addresses can be associ-
ated with single domain names, each and every domain must be searched until the
requested IP address is located. This is inefficient and impractical.

The alternative is to provide a second organization of information within a name
server that is specifically designed to quickly field reverse queries. This is done by
storing the data in the reverse order (that is, by IP address instead of domain).
Commonly referred to as the in-addr.arpa domain, data is organized hierarchically
by IP addresses (see Figure 9-5).

However, because domain names are read from leaf to root, it is actually written as
26.146.145.146.in-addr.arpa, where 26 is the least significant of the address
octets.
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[ [ [ [ [ [
C1 )y Ca ) (s ) (Cwo ) (s ) (150 ) 256.
1
C 14(|5.1. ) C 146.|100.) ( 146.%. )
|

I | |
(161451, ) (146145146 )  ( 146.145.1. )

1
[ l |
( 146.145.146.1 ) 146.145.146.26 ( 146.145.146.256 )
corp.sytexinc.com

Figure 9-5: Name server data storage for fast reverse lookup queries

Alternative Approaches to Name Resolution

Name resolution can also be implemented using the /etc/hosts file on UNIX oper-
ating systems. This is similar to the hosts.txt file that was used originally before
distributed naming was implemented.

Following is an example of an entry that does this:

# Do not remove the following line, or various programs
# that require network functionality will fail.
127.0.0.1 localhost.localdomain localhost
66.97.36.189 www.uberhaxor.com hxr

The second line tells the operating system that requests for the fully qualified
domain www.uberhaxor.com, or the nickname hxr, should be directed to the IP
address 66.97.36.189.

Following is an example of a ping that uses Internet domain name resolution (before
the change to the /etc/hosts file is made):

blinky@site$ ping www.uberhaxor.com

PING www.uberhaxor.com (66.97.36.189) 56(84) bytes of data.
64 bytes from www.uberhaxor.com (66.97.36.189): icmp_seq=1
tt1=49 time=31.7 ms
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64 bytes from www.uberhaxor.com (66.97.36.189): icmp_seq=2
tt1=49 time=23.0 ms

--- www.uberhaxor.com ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 1009ms
rtt min/avg/max/mdev = 23.065/27.416/31.767/4.351 ms

After the file is saved, the ping functions seamlessly without any intervention from
the user using /etc/hosts for resolution, as demonstrated in the following example:

blinky@site$ ping hxr

PING www.uberhaxor.com (66.97.36.189) 56(84) bytes of data.
64 bytes from www.uberhaxor.com (66.97.36.189): icmp_seqg=1
tt1=49 time=33.3 ms

64 bytes from www.uberhaxor.com (66.97.36.189): icmp_seq=2
tt1=49 time=33.0 ms

--- www.uberhaxor.com ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 1012ms
rtt min/avg/max/mdev = 33.089/33.209/33.329/0.120 ms

Security Issues with DNS

Too often, DNS servers are installed on old servers that are not capable of servicing
large central processing units (CPUs) and bandwidth-intensive applications. This
hand-me-down approach lends itself to accidental utilization of outdated and vul-
nerable operating system releases.

In addition, DNS servers require little manual maintenance, so they are often
neglected when it comes time to log monitoring and patch installation.

In contrast, maintaining authority for domain names and IP addresses is a tremen-
dously important responsibility.

Together these factors mark DNS servers as a high target of interest among attack-
ers. As demonstrated in the following sections, gaining access to a DNS server can
provide broader access to clients that rely on and trust it.

Yet passwords and access to accounts capable of updating records with providers
are often handled with little security. After administrators move on to other posi-
tions, passwords are changed for remote access accounts, but seldom is the
account for domain registration changed, or the certificate key changed for DNS
servers. Consequences of not doing so could be dire to a company.
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AOL DNS Update from a Spoofed E-mail

Early on the morning of October 16, 1998, someone spoofed an e-mail from an AOL official
to the InterNIC domain registration service. Because AOL had chosen the default registra-
tion and update method, this single e-mail was able to cause all external AOL traffic to be
redirected to the Internet service provider autonet.net.

Transmission problems were discovered as early as 5 a.m. that morning, and lasted until the
late afternoon. Autonet.net was overwhelmed with thousands of misrouted e-mails. In par-
allel to repairing the incorrect DNS record, AOL was forced to rent a server for autonet.net
to redirect e-mail back to AOL servers. Following is a DNS registration snapshot for the
domain that day:

blinky@site$ whois aol.com
[rs.internic.net]

Registrant:

America Online (AOL-DOM)
12100 Sunrise Valley Drive
Reston, VA 20191
us

Domain Name: AOL.COM

Administrative Contact:
0'Donnell, David B (DB0O3) PMDAtropos@AOL.COM
703/265-5666 (FAX) 703/265-4003

Technical Contact, Zone Contact:
America Online (AOL-NOC) trouble@AOL.NET
703-265-4670

Billing Contact:
Barrett, Joe (JB4302) BarrettdG@AQOL.COM
703-453-4160 (FAX) 703-453-4001

Record last updated on 15-0Oct-98.
Record created on 22-Jun-95.
Database last updated on 16-0ct-98 04:27:25 EDT.

Domain servers in listed order:

DNS1.AUTONET.NET 206.88.0.34
DNS2.AUTONET.NET 206.88.0.66

The InterNIC Registration Services database contains ONLY
non-military and non-US Government Domains and contacts.
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Other associated whois servers:
American Registry for Internet Numbers - whois.arin.net

European IP Address Allocations - whois.ripe.net

Asia Pacific IP Address Allocations - whois.apnic.net

US Military - whois.nic.mil

US Government - whois.nic.gov
Misconfigurations

DNS misconfiguration can lead to the following:

4+ Service redirection — Site downloads.com is a popular location to acquire
free and shareware software applications. If DNS requests to this site were
instead redirected to the IP address of a malicious attacker’s site, a user might
download tainted software without realizing it. If the user trusts the site and
does not verify the authenticity through cryptographic signature hashes, the
consequences could be monumental. Execution of the tainted software could
silently install rootkits and other backdoors.

Unscrupulous companies could also use the same approach to redirect traffic
from a competitor’s Web site to their own.

Similarly, name servers with MX records can be modified to redirect e-mail
from one domain to another.

4 Denial of service — The same misconfiguration approaches previously listed
can instead be used for simply denial of service. Instead of redirecting records
elsewhere, they can be redirected to 10.1.1.1 or another address range that
does not exist. Changing a record to a nonexistent I[P address means every
time someone tries to resolve a domain name they are sent to a server that
does not exist and, therefore, cannot resolve the name. This results in a
denial-of-service attack.

4+ Information leakage for recognizance — DNS servers maintain significant
amounts of information about the architecture of a network. For example,
many server naming conventions in companies are descriptive of the services
provided by the server. For example, ns1.company.com is likely the primary
name server while ns2.company . com is likely the backup. Similarly,
mail.company.comis likely the mail server and www.company.com is the Web
server. Obtaining DNS records can provide an attacker with a complete
database of these names along with their associated IP addresses. This
database can provide the attacker with recognizance information needed to
target specific hosts without actively scanning the network itself.
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Zone transfers

For efficiency and accuracy automated methods have been introduced to ensure
that information across primary and secondary name servers is kept up-to-date.
Domain record exchanges such a