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Synopsis by Barry Nance

In one book, Brenton and Hunt deal with all the major issues you face when you want to make your network
secure. The authors explain the need for security, identify the various security risks, show how to design a
security policy and illustrate the problems poor security can allow to happen. Paying individual attention to
NetWare, Windows and Unix environments, they describe how networks operate, and the authors discuss
network cables, protocols, routers, bridges, hubs and switches from a security perspective. Brenton and
Hunt explore security tools such as firewalls, Cisco router configuration settings, intrusion detection systems,
authentication and encryption software, Virtual Private Networks (VPNs), viruses, trojans and worms.

Back Cover

e Develop a Systematic Approach to Network Security

e Limit Your Exposure to Viruses and Minimize Damage When They
Strike

e Choose a Firewall and Configure It to Serve Your Exact Needs

e Monitor Your Network and React Effectively to Hackers

Get the Know-How To Optimize Today's Leading Security Technologies

Today's networks incorporate more security features than ever before, yet
hacking grows more common and more severe. Technology alone is not the
answer. You need the knowledge to select and deploy the technology
effectively, and the guidance of experts to develop a comprehensive plan that
keeps your organization two steps ahead of mischief and thievery. Active
Defense: A Comprehensive Guide to Network Security gives you precisely the
knowledge and expertise you're looking for. You'll work smarter by day, and
sleep easier by night.

Coverage includes:

Configuring Cisco router security features
Selecting and configuring a firewall
Configuring an Intrusion Detection System
Providing data redundancy

Configuring a Virtual Private Network
Recognizing hacker attacks

Getting up-to-date security information
Locking down Windows NT and 2000 servers
Securing UNIX, Linux, and FreeBSD systems
Protecting NetWare servers from attack

About the Authors

Chris Brenton is a network consultant specializing in network security and
multiprotocol environments. He is the author of several Sybex books,
including Mastering Cisco Routers.

Cameron Hunt is a network professional specializing in information security.
He has worked for the U.S. military and a wide range of corporations. He
currently serves as a trainer and consultant.

page 3



Active Defense — A Comprehensive Guide to Network Security

Active Defense — A Comprehensive Guide to
Network Security

Overview

Chris Brenton

with Cameron Hunt

Associate Publisher:

Richard J. Staron

Contracts and Licensing Manager:
Kristine O’Callaghan

Acquisitions and Developmental Editor:
Maureen Adams

Editor:

Colleen Wheeler Strand

Production Editor:

Elizabeth Campbell

Technical Editor:

Scott Warmbrand

Book Designer:

Kris Warrenburg

Graphic Illustrator:

Tony Jonick

Electronic Publishing Specialist:
Maureen Forys, Happenstance Type-O-Rama
Proofreaders:

Nanette Duffy, Emily Hsuan, Nelson Kim, Laurie O’Connell, Nancy Riddiough
Indexer:

Rebecca Plunkett

CD Coordinator:

Christine Harris

CD Technician:

Kevin Ly

Cover Designer:

Richard Miller, Calyx Design

Cover Illustrator:

Richard Miller, Calyx Design

Copyright © 2001 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501. World rights reserved. No
part of this publication may be stored in a retrieval system, transmitted, or reproduced in any way, including but
not limited to photocopy, photograph, magnetic, or other record, without the prior agreement and written
permission of the publisher.

An earlier version of this book was published under the title Mastering Network Security © 1999 SYBEX Inc.
Library of Congress Card Number: 2001088118
ISBN: 0-7821-2916-1

SYBEX and the SYBEX logo are either registered trademarks or trademarks of SYBEX Inc. in the United States
and/or other countries.

Mastering is a trademark of SYBEX Inc.

Screen reproductions produced with FullShot 99. FullShot 99 © 1991-1999 Inbit Incorporated. All rights
reserved.

FullShot is a trademark of Inbit Incorporated.
The CD interface was created using Macromedia Director, COPYRIGHT 1994, 1997-1999 Macromedia Inc. For
more information on Macromedia and Macromedia Director, visit http://www.macromedia.com.

page 4



Active Defense — A Comprehensive Guide to Network Security

TRADEMARKS: SYBEX has attempted throughout this book to distinguish proprietary trademarks from
descriptive terms by following the capitalization style used by the manufacturer.

The author and publisher have made their best efforts to prepare this book, and the content is based upon final
release software whenever possible. Portions of the manuscript may be based upon pre-release versions supplied
by software manufacturer(s). The author and the publisher make no representation or warranties of any kind with
regard to the completeness or accuracy of the contents herein and accept no liability of any kind including but not
limited to performance, merchantability, fitness for any particular purpose, or any losses or damages of any kind
caused or alleged to be caused directly or indirectly from this book.

Manufactured in the United States of America
10987654321

This book is dedicated to my son,

Skylar Griffin Brenton. May the joy you have
brought into my life be returned to you threefold.
—Chris Brenton

This book is dedicated to security professionals
everywhere—only the truly paranoid know peace!
—Cameron Hunt

Acknowledgments

I would like to thank all the Sybex people who took part in pulling this book together. This includes Guy Hart-
Davis (a.k.a. “The Text Butcher”) for getting me started on the right track. Yet again I owe you a bottle of home-
brewed mead. I also want to say thank you to Maureen Adams for kicking in on the initial development and CD-
ROM work. I also wish to thank my technical editor, Jim Polizzi, whose up-front and challenging style helped to
keep me on my toes.

I also wish to thank a few people over at Alpine Computers in Holliston, Mass., for giving input, making
suggestions, and just being a cool crew. This includes Cheryl “I Was the Evil Queen but Now I’m Just the Witch
Who Lives in the Basement” Gordon for her years of experience and mentoring. Thanks to Chuckles Ahern, Dana
Gelinas, Gene Garceau, Phil Sointu, Ron Hallam, Gerry Fowley, the guys in the ARMOC, Bob Sowers, Steve
Howard, Alice Peal, and all the members of the firewall and security group for keeping me challenged technically
(or technically challenged, whichever the case may be).

On a more personal note, I would like to thank Sean Tangney, Deb Tuttle, Al “That Was Me behind You with the
BFG” Goodniss, Maria Goodniss, Chris Tuttle, Toby Miller, Lynn Catterson, and all the Babylonian honeys for
being such an excellent group of friends. Thanks to Morgan Stern, who is one of the smartest computer geeks I
know and is more than happy to share his knowledge with anyone who asks. Thanks also to Fred Tuttle for being a
cool old-time Vermonter and for showing that people can still run for political office and keep a sense of humor.

I also wish to thank my parents Albert and Carolee, as well as my sister Kym. The happiness I have today comes
from the love, guidance, and nurturing I have received from you over many years. I could not have wished for a
better group of people to call my family.

Finally, I would like to thank my wonderful wife and soul mate Andrea for being the best thing ever to walk into
my life. My life would not be complete without you in it, and this book would not have been possible without your
support. Thank you for making me the luckiest man alive.

—Chris Brenton

I’d like to thank my friends for their patience, my family for their tolerance, and of course, Nikka, whose
knowledge of all my vices and vulnerabilities allowed her to use an astonishing array of incentives to force my
timely completion of this book.

I owe an incredible debt to the many security professionals—who have shared their nuanced understanding of
current security technologies and the issues surrounding their use—for the preparation of this book. This revision
is as much yours as mine.

I owe Jill Schlessinger a tremendous debt for giving me this opportunity in the first place. She patiently listened to

my radical revision plan, ignored it, and forced me to follow common sense. She was right all along. Maureen
Adams accomplished institutional miracles, while Elizabeth Campbell and Colleen Strand employed the most

page 5



Active Defense — A Comprehensive Guide to Network Security

ingenius good cop-bad cop routine to keep me properly motivated, and more importantly—on schedule! Thank
you ladies, the pleasure has been all mine!
—Cameron Hunt

Introduction

Overview

Some of us can remember a time when securing a network environment was a far easier task than it seems to be
today. As long as every user had a password and the correct levels of file permissions had been set, we could go to
sleep at night confident that our network environment was relatively secure. This confidence may or may not have
been justified, but at least we felf secure.

Then along came the Internet and everything changed. The Internet has accelerated at an amazing rate the pace at
which information is disseminated. In the early 1990s, most of us would not hear about a security vulnerability
unless it made it into a major magazine or newspaper. Even then, the news release typically applied to an old
version of software that most of us no longer used anyway. These days, hundreds of thousands of people can be
made privy to the details of a specific vulnerability in less than an hour.

This is not to say that all this discussion of product vulnerabilities is a bad thing. Actually, quite the opposite is
true. Individuals with malicious intent have always had places to exchange ideas. Pirate bulletin boards have been
around since the 1980s. Typically, it was the rest of us who were left out in the cold with no means of dispersing
this information to the people who needed it most: the network administrators attempting to maintain a secure
environment. The Internet has become an excellent means to get vulnerability information into the hands of the
people responsible for securing their environments.

Increased awareness also brings increased responsibility. This is not only true for the software company that is
expected to fix the vulnerability; it is also true for the network administrator or security specialist who is expected
to deploy the fix. Any end user with a subscription to a mailing list can find out about vulnerabilities as quickly as
the networking staff. This greatly increases the urgency of deploying security-related fixes as soon as they are
developed. (As if we didn’t have enough on our plates already!)

So, along with all of our other responsibilities, we need to maintain a good security posture. The first problem is
where to begin. Should you purchase a book on firewalls or on securing your network servers? Maybe you need to
learn more about network communications in order to be able to understand how these vulnerabilities can even
exist. Should you be worried about running backups or redundant servers?

One lesson that has been driven home since the publication of the first edition of this book is the need to view
security not as a static package, but rather as a constant process incorporating all facets of networking and
information technology. You cannot focus on one single aspect of your network and expect your environment to
remain secure. Nor can this process be done in isolation from other networking activities. This book provides
system and network administrators with the information they will need to run a network with multiple layers of
security protection, while considering issues of usability, privacy, and manageability.

What This Book Covers

Chapter 1 starts you off with a look at why someone might attack an organization’s network resources. You will
learn about the different kinds of attacks and what an attacker stands to gain by launching them. At the end of the
chapter, you’ll find a worksheet to help you gauge the level of potential threat to your network.

Chapter 2 introduces risk analysis and security policies. The purpose of a risk analysis is to quantify the level of
security your network environment requires. A security policy defines your organization’s approach to
maintaining a secure environment. These two documents create the foundation you will use when selecting and
implementing security precautions.

In Chapter 3, you’ll get an overview of how systems communicate across a network. The chapter looks at how the
information is packaged and describes the use of protocols. You’ll read about vulnerabilities in routing protocols
and which protocols help to create the most secure environment. Finally, the chapter covers services such as FTP,
HTTP, and SMTP, with tips on how to use them securely.

Chapter 4 gets into topology security. In this chapter, you’ll learn about the security strengths and weaknesses of
different types of wiring, as well as different types of logical topologies, such as Ethernet and Frame Relay.
Finally, you’ll look at different types of networking hardware, such as switches, routers, and layer-3 switching, to
see how these devices can be used to maintain a more secure environment.

Chapter 5 discusses perimeter security devices such as packet filters and firewalls. You will create an access
control policy (based on the security policy created in Chapter 2) and examine the strengths and weaknesses of

page 6



Active Defense — A Comprehensive Guide to Network Security

different firewalling methods. Also included are some helpful tables for developing your access control policy,
such as a description of all of the TCP flags as well as descriptions of ICMP type code.

In Chapter 6, we’ll discuss creating access control lists on a Cisco router. The chapter begins with securing the
Cisco router itself and then goes on to describe both standard and extended access lists. You’ll see what can and
cannot be blocked using packet filters and take a look at a number of access list samples. The end of the chapter
looks at Cisco’s new reflexive filtering, which allows the router to act as a dynamic packet filter.

You’ll see how to deploy a firewall in your environment in Chapter 7. Specifically, you’ll walk through the setup
and configuration of Check Point’s FireWall-1: securing the underlying operating system, installing the software,
and implementing an access control policy.

Chapter 8 discusses intrusion detection systems (IDS). You’ll look at the traffic patterns an IDS can monitor, as
well as some of the technology’s limitations. As a specific IDS example, you will take a look at Internet Security
Systems’ RealSecure. This includes operating system preparation, software installation, and how to configure
RealSecure to check for specific types of vulnerabilities.

Chapter 9 looks at authentication and encryption. You will learn why strong authentication is important and what
kinds of attacks exploit weak authentication methods. You’ll also read about different kinds of encryption and how
to select the right algorithm and key size for your encryption needs.

Read Chapter 10 to learn about virtual private networking (VPN), including when the deployment of a VPN
makes sense and what options are available for deployment. As a specific example, you will see how to use two
FireWall-1 firewalls to create a VPN. You will also see before and after traces, so you will know exactly what a
VPN does to your data stream.

Chapter 11 discusses viruses, Trojan horses, and worms. This chapter illustrates the differences between these
applications and shows exactly what they can and cannot do to your systems. You will see different methods of
protection and some design examples for deploying prevention software.

Chapter 12 is all about disaster prevention and recovery, peeling away the different layers of your network to see
where disasters can occur. The discussion starts with network cabling and works its way inside your network
servers. You’ll even look at creating redundant links for your WAN. The chapter ends by discussing the setup and
use of Qualix Group’s clustering product OctopusHA+.

Novell’s NetWare operating system is featured in Chapter 13. In this chapter, you’ll learn about ways to secure a
NetWare environment through user account settings, file permissions, and NDS design. We’ll discuss the auditing
features that are available with the operating system. Finally, you’ll look at what vulnerabilities exist in NetWare
and how you can work around them.

Chapter 14 discusses Microsoft Windows networking technologies, specifically NT server and Windows 2000
Server. You’ll look at designing a domain structure that will enhance your security posture, as well as how to use
policies. We’ll discuss working with user accounts’ logging and file permissions, as well as some of the password
insecurities with Windows NT/2000. Finally, you’ll read about the IP services available with NT and some of the
security caveats in deploying them.

Chapter 15 is all about UNIX (and the UNIX clones, Linux and FreeBSD). Specifically, you’ll see how to lock
down a system running the Linux operating system. You’ll look at user accounts, file permissions, and IP services.
This chapter includes a detailed description of how to rebuild the operating system kernel to enhance security even
further.

Ever wonder how an evil villain might go about attacking your network resources? Read Chapter 16, which
discusses how attackers collect information, how they may go about probing for vulnerabilities, and what types of
exploits are available. You’ll also look at some of the canned software tools that are available to attackers.
Chapter 17 shows you how you can stay informed about security vulnerabilities. This chapter describes the
information available from both product vendors and a number of third-party resources. Vulnerability databases,
Web sites, and mailing lists are discussed. Finally, the chapter ends with a look at auditing your environment using
Kane Security analyst, a tool that helps you to verify that all of your systems are in compliance with your security
policy.

Who Should Read This Book

The book is specifically geared toward the individual who does not have ten years of experience in the security
field—but is still expected to run a tight ship. If you are a security guru who is looking to fill in that last five
percent of your knowledge base, this may not be the book for you.

If, however, you are looking for a practical guide that will help you to identify your areas of greatest weakness,
you have come to the right place. This book was written with the typical network or system administrator in mind,
those administrators who have a pretty good handle on networking and the servers they are expected to manage,
but who need to find out what they can do to avoid being victimized by a security breach.

Network security would be a far easier task if we could all afford to bring in a $350-per-hour security wizard to
audit and fix our computer environment. For most of us, however, this is well beyond our budget constraints. A
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strong security posture does not have to be expensive—but it does take time and attention to detail. The more
holes you can patch within your networking environment, the harder it will be for someone to ruin your day by
launching a network-based attack.

If you have any questions or comments regarding any of the material in this book, feel free to e-mail us at
cbrenton@sover.net or cam@cameronhunt.com.

Chapter 1: Why Secure Your Network?

You only have to look at the daily newspaper to see that computer-based attacks are on the rise. Nearly every day,
we hear that systems run by government and private organizations have been disrupted or penetrated. Even high-
profile entities like the U.S. military and Microsoft have been hacked. You might wonder what you can do to
protect your company, when organizations like these can fall prey to attack.

To make matters worse, not all attacks are well publicized. While attacks against the FBI may make the front
page, many lower-profile attacks never even reach the public eye. Revealing to the public that a company has had
its financial information or latest product designs stolen can cause serious economic effects. For example, consider
what would happen if a bank announced that its computer security had been breached and a large sum of money
stolen. If you had accounts with this bank, what would you do? Clearly, the bank would want to keep this incident
quiet.

Finally, there may well be a large number of attacks that go completely undocumented. The most common are
insider attacks: in such cases, an organization may not wish to push the issue beyond terminating the employee.
For example, a well-known museum once asked me to evaluate its current network setup. The museum director
suspected that the networking staff may have been involved in some underhanded activities.

I found that the networking staff had infiltrated every user’s mailbox (including the director’s), the payroll
database, and the contributors’ database. They were also using the museum’s resources to run their own business
and to distribute software tools that could be used to attack other networks. Despite all these infractions, the
museum chose to terminate the employees without pursuing any legal action. Once terminated, these ex-
employees attempted to utilize a number of “back doors” that they had set up for themselves into the network.
Even in light of this continued activity, the museum still chose not to pursue criminal charges, because it did not
wish to make the incident public.

There are no clear statistics on how many security incidents go undocumented. My own experience suggests that
most, in fact, are not documented. Clearly, security breaches are on the rise, and every network needs strategies to
prevent attack.
Tip You can report security intrusions to the Computer Emergency Response Team (CERT)
Coordination Center at cert@cert.org. CERT issues security bulletins and can also facilitate
the release of required vendor patches.

Before we get into the meat of how to best secure your environment, we need to do a little homework. To start, we
will look at who might attack your network—and why.

Thinking Like an Attacker

In order to determine how to best guard your resources, you must identify who would want to disrupt them. Most
attacks are not considered random; the person staging the attack usually believes there is something to gain by
disrupting your assets. For example, a crook is more likely to rob someone who appears wealthy, because the
appearance of wealth suggests larger financial gain. Identifying who stands to gain from stealing or disrupting
your resources is the first step toward protecting them.

Attacker, Hacker, and Cracker

People, from trade magazine writers to Hollywood moviemakers, often use the words attacker, hacker, and
cracker interchangeably. The phrase “we got hacked” has come to mean “we were attacked.”

However, there are some strong distinctions between the three terms, and understanding the differences will help
you to understand who is trying to help reinforce your security posture—and who is trying to infiltrate it. An
attacker 1s someone who looks to steal or disrupt your assets. An attacker may be technically adept or a rank
amateur. An attacker best resembles a spy or a crook.

The original meaning of a hacker was someone with a deep understanding of computers and/or networking.
Hackers are not satisfied with simply executing a program; they need to understand all the nuances of how it
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works. A hacker is someone who feels the need to go beyond the obvious. The art of hacking can be either positive
or negative, depending on the personalities and motivations involved.

Hacking has become its own subculture, with its own language and accepted social practices. It is probably human
nature that motivates people outside of this subculture to identify hackers as attackers or even anarchists. In my
opinion, however, hackers are more like revolutionaries.

History teems with individuals whose motivation was beyond the understanding of the mainstream culture of their
time. Da Vinci, Galileo, Byron, Mozart, Tesla—all were considered quite odd and out of step with the accepted
social norm. In the information age, this revolutionary role is being filled by the individuals we call hackers.

Hackers tend not to take statements at face value. For example, when a vendor claims, “Our product is 100 percent
secure,” a hacker may take this statement as a personal challenge. What a hacker chooses to do with the
information uncovered, however, is what determines what color hat a particular hacker wears.

To distinguish between hackers who are simply attempting to further their understanding of any information
system and those who use that knowledge to illegally or unethically penetrate systems, some in the computer
industry use the term cracker to refer to the latter. This was an attempt to preserve the traditional meaning of the
term “hacker,” but this effort has mostly been unsuccessful. Occasionally publications still use the term. The law,
however, does not recognize the difference in intent, only the similar behavior of unauthorized system penetration.

White Hat, Grey Hat, and Black Hat Hackers

A hacker who finds a method of exploiting a security loophole in a program, and who tries to publish or make
known the vulnerability, is called a white hat hacker. If, however, a hacker finds a security loophole and chooses
to use it against unsuspecting victims for personal gain, that hacker wears a black hat. A grey hat hacker is
someone who is a “white hat by day, black hat by night.” In other words, hackers who are usually employed as
legitimate security consultants, but continue their illegal activity on their own time.

Let’s look at an example of someone who might be considered a grey hat. Imagine Jane, a security consultant who
finds an insecure back door to an operating system. Although Jane does not use the exploit to attack unsuspecting
victims, she does charge a healthy fee in order to secure her client’s systems against this attack. In other words,
Jane is not exploiting the deficiency per se, but she is using this deficiency for her own personal gain. In effect,
she is extorting money from organizations in order to prevent them from being left vulnerable. Jane does not work
with the manufacturer towards creating a public fix for this problem, because it is clearly within her best interests
to insure that the manufacturer does not release a free patch.

To cloud the issue even further, many people mistake the motivation of those who post the details of known bugs
to public forums. People often assume that these individuals are announcing such vulnerabilities in order to
educate other attackers. This could not be further from the truth—releasing vulnerability information to the public
alerts vendors and system administrators to a problem and the need to address it. Many times, publicly announcing
a vulnerability is done out of frustration or necessity.

For example, back when the Pentium was the newest Intel chip in town, users found a bug that caused
computation errors in the math coprocessor portion of the chip. When this problem was first discovered, a number
of people did try to contact Intel directly in order to report the problem. I spoke with a few, and all stated that their
claims were met with denial or indifference.

It was not until details of the bug were broadcast throughout the Internet and discussed in open forums that Intel
took steps to rectify the problem. While Intel did finally stand by its product with a free chip replacement program,
people had to air Intel’s dirty laundry in public to get the problem fixed. Making bugs and deficiencies public
knowledge can be a great way to force a resolution.

Note It is proper etiquette to inform a product’s vendor of a problem first and not make a
public announcement until a patch has been created. The general guideline is to give a
vendor at least two weeks to create a patch before announcing a vulnerability in a public
forum.

Most manufacturers have become quite responsive to this type of reporting. For example, Microsoft will typically
issue fixes to security-related problems within a few days of their initial announcement. Once the deficiency is
public knowledge, most vendors will want to rectify the problem as quickly as possible.

Public airing of such problems has given some observers the wrong idea. When someone finds a security-related
problem and reports it to the community at large, others may think that the reporter is an attacker who is exploiting
the security deficiency for personal gain. This openness in discussing security-related issues, however, has led to
an increase in software integrity.
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Why Would Someone Want to Ruin My Day?

So what motivates a person to stage an attack against your network? As stated, it is extremely rare for these attacks
to be random. They almost always require that something be gained by the attack. What provokes the attack
depends on your organization and on the individual staging the attack.

Attacks from Within

Case studies have shown that a vast majority of attacks originate from within an organization. In fact, some studies
state that as much as 70 percent of all attacks come from someone within an organization or from someone with
inside information (such as an ex-employee). While using firewalls to protect assets from external attacks is all the
rage, it is still the employees—who have an insider’s view of how your network operates—who are responsible
for the greatest amount of damage to, or compromise of, your data. This damage can be accidental (as in user
error), or in some cases, intentional.

The most typical cause of a true attack is a disgruntled employee or ex-employee. I once responded to an
emergency call from a new client who had completely lost Internet connectivity. Because this was a research firm,
Internet access was essential.

Apparently the firm had decided to let an employee “move on to other opportunities,” despite the fact that the
employee did not wish to leave. Evidently the employee had been quietly asked to pack his personal belongings
and leave the building. Being a small organization, the company did not see the need to escort this individual out
the door.

On his way out, the former employee made a brief stop at the UNIX system running the company’s firewall
software. The system was left out in the open and did not use any form of console password. He decided to do a
little farewell “housekeeping” and clean up all those pesky program files cluttering up the system. For good
measure, he also removed the router’s V.34 cable and hid it in a nearby desk. As you can imagine, it cost the
organization quite a bit in lost revenue to recover from this disaster. The incident could have been avoided had the
equipment been stored in a locked area.

While most administrators take great care in protecting their network from external attacks, they often overlook
the greater threat of an internal attack. A person does not even have to be an attacker in order to damage company
resources. Sometimes the damage is done out of ignorance.

For example, one company owner insisted on having full supervisor privileges on the company’s NetWare server.
While he was not particularly computer literate and did not actually require this level of access, he insisted on it
simply because he owned the company.

I’m sure you can guess what happened. While doing some housekeeping on his system, he inadvertently deleted
the CCDATA directory on his M: drive. If you have ever administered cc:Mail, you know that this directory is the
repository for the postoffice, which contains all mail messages and public folders.

In cc:Mail, the main mail files are almost always open and are difficult to back up by normal means. The company
lost all mail messages except for personal folders, which most employees did not use. Approximately two years’
worth of data just disappeared. While this was not a willful attack, it certainly cost the company money.

An ever-increasing threat is not the destruction of data, but its theft and compromise. This is usually referred to as
industrial (or corporate) espionage, and, although not considered as common as internal data destruction, it is still
a viable threat to any organization that has proprietary or confidential information—especially when the
compromise of that data would leave the organization legally liable. An example of this would be any organization
involved with health care that falls under the jurisdiction of the Health Insurance Portability and Accountability
Act (1996—USA). Under the Administrative Simplification provisions of HIPAA, security standards are
mandated to protect an individual’s health information, while permitting appropriate access and use of that
information. Any breach of confidentiality could lead to legal action on behalf of the federal government.

External Attacks
External attacks can come from many diverse sources. While these attacks can still come from disgruntled

employees, the range of possible attackers increases dramatically. The only common thread is that usually
someone gains by staging the attack.
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Competitors

If you are in a highly competitive business, an ambitious competitor may see a benefit in attacking your network.
This can take the form of stealing designs or financial statements, or just making your network resources unusable.

The benefit of stealing a competitive design is obvious. Armed with this information, a thieving organization can
use your design to shorten its own development time or to equip its own product release with better features. If a
competitor knows what products your organization will release in the near future, that competitor can beat you to
market with a more attractive product.

The theft of financial information can be just as detrimental. A competitor can gain a complete fiscal overview of
your organization—and an unfair advantage in the marketplace. This unfair advantage can come from having an
insider’s view of your organization’s financial health, or just from understanding your sources of income.

For example, I once heard of a computer consulting firm that infiltrated the network of a competitor, stealing a
fiscal spreadsheet that showed sources of the company’s revenue. The attacker was particularly interested to learn
that over 60 percent of revenue came from the sale of fax machines, printers, and copiers. I’'m told that this
allowed the thieves to walk into a client site and ask, “Are you sure you want to rely on Company X for your
networking needs? They are, after all, primarily an office supply company. Most of their business is from selling
faxes and copiers.” This tactic won over more than one client.

Sometimes, however, an attacker does not need to remove anything in order to benefit. For example, let’s assume
that you work for a distribution firm that generates sales through your Web site. You have your catalog online, and
customers can place orders using secure forms. For your specific market niche, you have the lowest prices
available.

Now, let’s assume that [ am your largest competitor but that my prices are slightly higher. It would help my
business if I could stop your Web site from accepting inbound connections. It would appear to a potential
customer that your Web site is offline. Customers who could not reach your Web site might next decide to check
out mine instead. Since your site is not available, customers cannot compare prices—and they may go ahead and
order the product from my site.

No actual theft has taken place, but this denial of service is now directly responsible for lost revenue. Not only is
this type of attack difficult to prove, it can be even more difficult to quantify. If your site is offline for eight hours,
how do you know how many sales were lost?

How prone you may be to competitors’ attacks relates directly to how competitive your business is. For example, a
high school need not worry about a competitive school stealing a copy of next year’s curriculum. A high school
does, however, have a higher than average potential for internal attacks.

Militant Viewpoints

If your business can be considered controversial, you may be prone to threats from others who take a different
point of view.

For example, I was once called in by an organization that published information on medical research. The
organization’s Web site included documentation on abortions. Someone searching the site e-mailed the
Webmaster, suggesting that some of the information on the site was not what the company intended. The
administrator found that all pages discussing abortion issues had been replaced by pro-life slogans and biblical
quotations.

Again, such attacks fall into a gray area. Since no information was stolen, it would be difficult to prosecute the
attacker. The most relevant laws at the time would have labeled this attack as graffiti or vandalism.

But times are changing. The high-profile nature of security breaches has made them newsworthy, and activists
from around the world are using them to further their own goals. The first type is the truly militant hacker,
carrying military or violent conflicts into the cyber world. There are four well-known examples:
= During the spring of 1998, in what many observers saw as saber-rattling, Pakistan and
India tested nuclear weapons and engaged in a war of words. Pakistani and Indian
hackers each launched an assault on the Web sites that were controlled by the other
group.
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= Serbian and Albanian hackers penetrated each other’s sites during the NATO bombing of
Serbia in the spring of 1999.

= Palestinian and Israeli hackers (both groups mostly based in the United States) waged a
fierce cyberwar that matched the intense real-world hostility that occurred after an Israeli
government official visited a Palestinian holy site in late 2000. Even Ehud Tenebaum, the
Israeli hacker known as “The Analyzer,” who achieved fame in 1998 as the mastermind
of the biggest Pentagon attacks in history, joined the fray.

= At alower level, Taiwanese and Chinese hackers have attempted to deface and discredit
each other in the cyber arena for years—all over which side has legitimate claim to the
island of Taiwan

The other type is usually motivated by something other than greed or violence. Often called “hacktivists,” these
individuals attack systems with the goal of stopping services, defacing Web sites, or generally drawing attention to
their cause. Recent examples include:
= On November 7, 2000 (the day of the U.S. Presidential Election in the United States), a
hacker penetrated the Republican National Committee page and replaced its text with an
endorsement of Vice President Al Gore.

= InJune 2000, S11, an Australian group, hijacked Nike.com and sent Nike's intended
visitors to S11’s anti-Nike site (protesting worker conditions in Nike factories).

= During the World Trade Organization meeting in 1999, the Electrohippies, a group based
in Britain, temporarily shut down the WTQO’s web site.

High Profile

Organizations that are well known or frequently in the public eye can become subjects of attack simply due to
their level of visibility. A would-be attacker may attempt to infiltrate a well-known site with the hope that a
successful attack will bring with it some level of notoriety. Examples of high-profile attacks over the past few
years include:
= In March 1997, a group called H4G1S compromised one of NASA’s Web pages and used
it as a forum to warn of future attacks on organizations responsible for commercializing
the Internet. The attack had nothing to do with NASA directly—except for providing some
high visibility for the group.

= During May of 1999, major U.S. government sites—including Whitehouse.gov, FBI.gov,
and Senate.gov—were defaced.

= In February 2000, some of the most high-profile Internet companies suffered from
denial-of-service attacks, including: Amazon.com, Buy.com, CNN.com, eBay, E*Trade,
Yahoo!, and ZDNet.

* Microsoft revealed in late October 2000 that hackers had penetrated their site over a
series of weeks. Although Microsoft claimed to have been aware of the hackers from the
beginning, it was nonetheless a humbling moment for the organization.

Determining whether or not your organization is high profile can be difficult. Most organizations tend to
overestimate their visibility or presence on the Internet. Unless you are part of a multinational organization, or
your site counts daily Web hits in the six-figure range, you are probably not a visible enough target to be attacked
simply for the notoriety factor.

Bouncing Mail

Arguably, the most offensive type of attack is to have your domain’s mail system used as a spam relay. Spam is
unsolicited advertising. Spammers deliver these unsolicited ads in hopes that sheer volume will generate some
interest in the product or service advertised. Typically, when a spammer sends an advertisement, it reaches
thousands or tens of thousands of e-mail addresses and mailing lists. When a spammer uses your mail system as a
spam relay, your mail system becomes the host that tries to deliver all these messages.
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The result is a denial of service. While your mail server spends its time processing this spam mail, it is prevented
from handling legitimate inbound and outbound mail for your domain.
Tip Most modern mail systems now include anti-spam settings. While these settings will not
prevent you from receiving spam messages, they will prevent your system from being used
as a spam relay, by accepting only messages going to or coming from your domain.

Fearing retribution, most spammers would rather use your mail system than their own. The typical spammer will
attempt to hide the actual return address, so that anyone trying to trace the message assumes that it was delivered
from your domain.

Spammers go to all this trouble because many Internet users do not appreciate receiving spam mail. “Do not
appreciate” is an understatement: spam mail can downright infuriate many people, who will take it upon
themselves to retaliate by launching a counterattack with mail bombs and denial-of-service attacks.

Such counterattacks can quickly produce devastating results for your business. For example, I once consulted for a
small manufacturer of networking products. Shortly after its Internet connection was brought online, one of the
aggressive salespeople got the bright idea of sending out a mass mailing to every mailing list and newsgroup that
had even a remote association with computer networking.

As you might guess, the mailing generated quite a few responses—but not of the type that the salesperson had
hoped for. Within hours of the mailing, literally tens of thousands of messages were attempting delivery into the
domain. These messages contained quite colorful descriptions of what each sender thought of the advertisement,
the company, and its product line. The volume of mail soon caused both the mail server and the mail relay to run
out of disk space. It became impossible to sort through the thousands of messages to determine which were
legitimate and which were part of the attack. As a result, all inbound mail had to be purged and the mail relay shut
down for about a week until the attacks subsided.

While this particular attack was due to the shortsightedness of a single employee, external spam routed through
your system can create the same headaches and costs.

Chapter Worksheet

In the sidebar below, you can assess your own network’s current susceptibility to attack.
Assessing Your Attack Potential

The following questions will help you evaluate potential threats to your network. Rate
each question on a scale of 1 to 5. A 1 signifies that the question does not apply to
your organization’s networking environment; a 5 means the question is directly
applicable.

1. Is your network physically accessible to the public, such as a library or
government office?

2. Is your network accessible by users not employed by your organization, such as a
school or university?

3. Do you offer a public networking service, such as an Internet service provider?

Are there users outside the networking staff who have been granted root or
administrator privileges?

Are users allowed to share common logon names such as Guest?
Can your organization’s line of business be considered controversial?

7. Does a portion of your organization’s business deal with financial or monetary
information?

8. 1Is any portion of your network electronically accessible by the public (Web server,
mail server, and so on)?

9. Does your organization produce a product or provide a highly skilled service?
10. Is your organization experiencing aggressive growth?

11. Do news stories about your organization regularly appear in newspapers or trade
magazines?
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12. Does your organization do business over public networking channels, such as the
Internet or frame relay?

For questions 1-6, if your organization scored between 8 and 12, you should take
steps to secure your internal network. If your organization scored above 12, you
should lock down your internal environment just as aggressively as you would secure
your network’s parameter.

For questions 6—-11, if your score was between 7 and 10, it may be most cost
effective to utilize only a minimal amount of security around the parameter of your
network. If your score was between 11 and 16, you should be utilizing some solid
firewall technology. If you scored above 16, consider using multiple firewall solutions.

If question 12 applies to your organization, you should investigate extending your
defenses beyond the physical limits of your network. Once data leaves the confines of
your network, it is that much more difficult to insure that it is not compromised.

In later chapters, we'll examine in detail the technology required by each of the above
situations. This checklist is designed to give you an early feel for how security
conscious you should be when securing your networking environment. Keep in mind
that this list is simply a guide; each network has its own individual nuances. Your
mileage may vary.

Note Along with the results of this worksheet, you should also take a close look at the
level of computer expertise within your organization. A “power user” environment is
less likely to cause damage inadvertently—but is more likely to have the knowledge
required to launch an attack. Conversely, an uneducated user environment is less
likely to launch an attack but more likely to cause accidental damage.

Summary

In this chapter, we saw that the number of security incidents is increasing and that most of these go undocumented.
We looked at the differences between a hacker and an attacker and covered the benefits of discussing security
vulnerability in a public forum. We also explored who might try to attack your network and why, as well as how to
assess your likelihood of being the target of an attack.

Now that you understand who may wish to attack you and why, you can evaluate the different levels of risk to

your organization. By performing a risk analysis, you will see more clearly how much protection your
organization truly needs.

Chapter 2: How Much Security Do You Need?

Before you decide how to best safeguard your network, you should identify the level of protection you wish to
achieve. Begin by analyzing your network to determine what level of fortification you actually require. You can
then use this information to develop your security policy. Once you are armed with this information, you are in a
good position to start making intelligent decisions about your security structure.

Performing a Risk Analysis
A risk analysis is the process of identifying the assets you wish to protect and the potential threats against them.
Performing an accurate risk analysis is a vital step in securing your network environment.

A formal risk analysis answers the following questions:
» What assets do I need to protect?

= From what sources am I trying to protect these assets?

= Who may wish to compromise my network and to what gain?
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= How likely is it that a threat will violate my assets?
» What is the immediate cost if an asset is compromised?
= What is the cost of recovering from an attack or failure?
» How can these assets be protected in a cost-effective manner?

= Am I governed by a regulatory body that dictates the required level of security for my
environment?

What Assets Do I Need to Protect?
Any effective risk analysis must begin by identifying the assets and resources you wish to protect. Assets typically
fall into one of four categories:

= Physical resources

» Intellectual resources

= Time resources

=  Perception resources

Physical Resources

Physical resources are assets that have a physical form. These include workstations, servers, terminals, network
hubs, and even peripherals. Basically, any computing resource that has a physical form can be considered a
physical resource.

When performing a risk analysis, don’t forget physical resources. I once worked at an organization whose security
policies were loose—to say the least. One day, an individual walked in the front door and identified himself as the
printer repairman. The receptionist, a trusting soul, waved him through, giving him directions on how to find the
office of the company’s network administrator. A few minutes later, the “repairman” returned to the front desk,
claiming that the printer needed repair and that he was taking it back to the shop.

The printer, of course, did not need repair. The “repairman” never sought out the network administrator; he
disconnected the first high-end printer he came across and walked right out the door with it. The network
administrator discovered the theft later when employees complained that they could not print (difficult to do when
you do not actually have a printer!).

The final objective of a risk analysis is to formulate a cost-effective plan for guarding your assets. In the course of
your analysis, do not overlook the most obvious problem areas and solutions. For example, the printer theft just
described could have been completely avoided if the organization had required all non-employees to have an
escort. Implementing this precaution would have had a zero cost impact—and would have saved the company the
cost of replacing a top-end network printer.

Intellectual Resources

Intellectual resources can be harder to identify than physical resources, because they typically exist in electronic
format only. An intellectual resource would be any form of information that plays a part in your organization’s
business. This can include software, financial information, and database records, as well as schematic or part
drawings.

Take your time when listing intellectual resources. It can be easy to overlook the most obvious targets. For
example, if your company exchanges information via e-mail, the storage files for these e-mail messages should be
considered intellectual assets.

Time Resources

Time is an important organizational resource, yet one sometimes overlooked in a risk analysis. Time, however,
can be one of an organization’s most valued assets. When evaluating what lost time could cost your organization,
make sure that you include all the consequences of lost time.

Time Is Money
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How much is lost time worth? As an example, let’s say that you identify one of your Engineering servers as an
organizational resource. You identify the physical resource (the server itself) and the intellectual resources (the
data stored on the server’s hard drive). How do you factor time resources into your risk analysis?

Let’s assume that although the server is backed up nightly, the server has no built-in fault tolerance. There is just a
single disk holding all of the Engineering data. What if the server experiences a hard drive crash? What is lost in
physical, intellectual, and time resources due to this crash?

The physical loss would be the drive itself. Given the cost of hard drive space these days, the dollar value of the
drive would be minimal.

As for intellectual loss, any data saved to the server since the last backup would be gone. Since you have nightly
backups, the loss should be no greater than one day’s worth of information. This, of course, brings us back to time,
because it will take time for the engineers to rebuild the lost information.

In determining the actual time loss, consider the cleanup job for the server administrator, who must
» Locate and procure a suitable replacement drive for the server.

= Install the new drive in the system.

= Completely reinstall the network operating system, any required patches, and the back-
up software, if necessary.

= Restore all required backup tapes. If a full backup is not performed every night, there
may be multiple tapes to restore.

» Address disk space issues, if multiple tapes are required for restoration. (Backup
software typically does not record file deletions. Therefore, you may end up restoring
files that were previously deleted to create additional disk space.)

Also, since the server administrator is focusing on recovering the server, her other duties must wait.

Keep in mind that while the server administrator is doing all this work, the Engineering staff may be sitting idle or
playing Quake, waiting for the server to come back online. It is not just the server administrator who is losing
time, but the entire Engineering staff, as well.

To quantify this loss, let’s add some dollars to the equation. Let’s assume that your server administrator is
proficient enough to recover from this loss in one work day. Let’s also assume that she earns a modest salary of

$50,000 per year, while the average salary for the 30 programmers who use this system is $60,000 per year.
» Administrator’s time recovering the server = $192

= Engineering time to recover one day’s worth of data = $6,923
» Engineering time lost due to offline server = $6,923
= Total cost impact of one-day outage = $14,038
Clearly, the cost of a one-day server outage can easily justify the cost of redundant disks, a RAID array, or even a

standby server. Our calculations do not even include the possibility of lost revenue or reputation if your
Engineering staff now fails to meet a scheduled shipment date.

As you attempt to quantify time as a resource within your organization, make sure you identify its full impact.
Very rarely does the loss or compromise of a resource affect the productivity of only a single individual.

Perception Resources

After the denial-of-service attacks in February of 2000, most of the companies (including Yahoo, Amazon, eBay,
and Buy.com, among others) involved saw their stock price fall. Although this loss was not long term, it was still
had a real, measurable impact on the trust of consumers and stockholders. With the publicity surrounding the
penetration of Microsoft’s systems in October of 2000, some wondered if valuable source code had been
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unknowingly altered. Although Microsoft denied damage, the sheer fact of penetration has been enough to damage
the credibility and trust of not only the company but also its products.

Note For a publicly-traded company, reputation can translate into a tangible asset. Even for
privately held companies or governmental departments, every organization survives on its
reputation. In many cases, organizations might be tempted to put more emphasis
maintaining a perception of trust and capability than on maintaining true data integrity.

The risk of damage to perception has been the cause of significant trouble for those working in the security

industry (including law enforcement entities) who rely on the information and experience of their peers to design

better protection systems or to pursue legal actions. In an attempt to encourage the free exchange of valuable

technical details of hacking attacks, while preserving the perception of the contributing company, the Federal

Bureau of Investigations (FBI) has established the Infrastructure Protection and Computer Intrusion Squad

(IPCIS), which functions as an anonymous clearinghouse of hacker techniques and procedures.

Note A denial-of-service (DoS) attack attempts to prevent a system from carrying on network

communications. A DoS attack may try to make a single service on a target system
inoperable, or the goal of the attack may be to deny all network connectivity.

From What Sources Am I Trying to Protect These Assets?
Potential network attacks can come from any source that has access into your network. These sources can vary
greatly, depending on your organization’s size and the type of network access provided. While performing a risk
analysis, insure that you identify all potential sources of attack. Some of these sources could include

= Internal systems

= Access from field office locations

= Access through a WAN link to a business partner

= Access through the Internet

= Access through modem pools

Keep in mind that you are not yet evaluating who may attack your network. You are strictly looking at what media
are available to gain access to network resources.

Who May Wish to Compromise Our Network?
In the last chapter, we discussed who in theory might be motivated to compromise your network. You should now
put pen to paper and identify these potential threats. To review, potential threats could be

= Employees

= Temporary or consulting personnel

= Competitors

» Individuals with viewpoints or objectives radically different from those of your organization

» Individuals with a vendetta against your organization or one of its employees

Individuals who wish to gain notoriety due to your organization’s public visibility

Depending on your organization, there may be other potential threats you wish to add to this list. The important
things to determine are what each threat stands to gain by staging a successful attack, and what this attack may be
worth to a potential attacker.

What Is the Likelihood of an Attack?

Now that you have identified your resources and who might attack them, you can assess your organization’s level
of potential risk to attacks. Do you have an isolated network, or does your network have many points of entry such
as a WAN, modem pool, or an inbound VPN via the Internet? Do all of these connection points use strong
authentication and some form of firewalling device, or were rattles and incense used to set up a protective aura
around your network? Could an attacker find value in exploiting one of these access points in order to gain access
to your network resources? Clearly, a typical would-be attacker would prefer to attack a bank rather than a small
architectural firm.
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Appraising the attack value of your network is highly subjective. Two different people within the same
organization could have completely different opinions about the likelihood of an attack. For this reason, consider
soliciting input from a few different departments within your organization. You may even want to bring in a
trained consultant who has hands-on experience in determining risk assessment. It is important that you define and
understand the likelihood of attack as clearly as possible—it will guide you when you cost justify the security
precautions required to safeguard your network.

What Is the Immediate Cost?

For each asset listed, record the immediate cost impact of having that resource compromised or destroyed. Do not
include long-term effects (such as failure to meet shipment deadlines); simply calculate the cost of having this
asset inaccessible as a network resource.

For example, given the hard-drive failure we looked at earlier, the immediate cost impact of the failure would be
defined as the lost productivity of the Engineering staff for each minute that the server remains offline—roughly
$14.50 per minute.

Sometimes immediate cost can be more difficult to quantify. For example, what if the compromise leads to a
competitor gaining access to all schematics, drawings, and parts lists for a new product line? This could allow
your competitor to develop a better product and beat your release to market. The loss in such a case could be
disastrous. Even more difficult to quantify, but no less real, is the loss of trust, or the perception of weakness.
Usually reflected by lower stock prices, compromised investor and consumer confidence (not to mention lowered
employee morale) are all immediate reactions that can affect the bottom line.

Sometimes, however, monetary cost is not the main factor in determining losses. For example, while a hospital

may suffer little financial loss if an attacker accesses its medical records, the destruction of these records could
cause a catastrophic loss of life. When determining the immediate cost of a loss, look beyond the raw dollar value.

What Are the Long-Term Recovery Costs?

Now that you have quantified the cost of the initial failure, you should evaluate the costs incurred when recovering
from a failure or compromise. Do this by identifying the financial impact of various levels of loss.

For example, given a server that holds corporate information,
= What is the cost of a momentary glitch that disconnects all users?

» What is the cost of a denial-of-service attack, which makes the resource unreachable for a
specific period of time?

= What is the cost of recovering critical files that have been damaged or deleted?
= What is the cost of recovering from the failure of a single hardware component?
= What is the cost of recovering from a complete server failure?

= What is the cost of recovery when information has been stolen and the theft goes
undetected?

The cost of various levels of failure, combined with the expectation of how frequently a failure or attempted attack
may occur, provides metrics to determine the financial impact of disaster recovery for your organization’s
network. Based on these figures, you now have a guide to determine what should be reasonably spent in order to
secure your assets. Remember that some assets (like reputation or consumer and investor confidence) can be
difficult to quantify, but are real nonetheless.

How Can I Protect My Assets Cost-Effectively?

You must consider how much security will cost when determining what level of protection is appropriate for your
networking environment. For example, it would probably be overkill for a five-user architectural firm with no
remote access to hire a full-time security expert. Likewise, it would be unthinkable for a bank to allow outside
network access without regard to any form of security measures or policies.

Most of us, however, fall somewhere in between these two networking examples—so we face some difficult
security choices. Is packet filtering sufficient for protecting my Internet connection, or should I invest in a
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firewall? Is one firewall sufficient, or is it worthwhile to invest in two? These are some of the decisions that plague
security experts on a daily basis.

Tip The general guideline is that the cost of all security measures taken to protect a particular
asset should be less than the cost of recovering that asset from a disaster. This is why it is
important to quantify potential threats as well as the cost of recovery. While security
precautions are necessary in the modern networking environment, many of us are still
required to justify the cost of these precautions.

Cost justification may not be as difficult as it sounds. For example, we noted that a one-day server outage in our
Engineering environment could cost a company well over $14,000. Clearly, this is sufficient cost justification to
invest in a high-end server complete with RAID array.

There can be hidden costs involved in securing an environment, and these costs must also be taken into account.
For example, logging all network activity to guard against compromise is useless unless someone dedicates the
time required to review all the logs generated. Clearly, this could be a full-time job all by itself, depending on the
size of the environment. By increasing the level of detail being recorded about your network, you may create a
need for a new security person.

Also, with increased security there is typically a reduction in ease of use or access to network resources, which can
make it more cumbersome and time-consuming for end users to perform their job functions. This does not mean
that you must avoid this reduction in ease of use; it can be a necessary evil when securing an environment and
must be identified as a potential cost in lost productivity.

To summarize, before you solicit funds for security precautions, you should outline the ramifications of not
putting those precautions into place. You should also accurately identify what the true cost of these precautions
may be.

Am I Governed by a Regulatory Body?

Even though you have created a painstakingly accurate risk analysis of your network, there may be some form of
regulatory or overview body that dictates your minimum level of security requirements. In these situations, it may
not be sufficient to simply cost justify your security precautions. You may be required to meet certain minimum
security requirements, regardless of the cost outlay to your organization.

For example, in order to be considered for military contract work, your organization must strictly adhere to many
specific security requirements. Typically, the defined security precautions are not the only acceptable security
measures, but they are the accepted minimum. You are always welcome to improve on these precautions if your
organization sees fit.
Note When working with the government, many contractors are required to use a computer
system that has received a specific Trusted Product rating by the National Security
Agency. For a list of which products have received each rating, check out
http://www.radium.ncsc.mil/tpep/epl/epl-by-class.html.
Other examples of government regulation that dictate security requirements include the Children’s Online Privacy
and Protection Act (COPPA—see www.ftc.gov/bcp/conline/pubs/buspubs/coppa.htm) and the Health
Insurance Portability and Accountability Act (HIPAA—see
www.nationalpartnership.org/healthcare/hipaa/guide.htm). Although the U.S. has yet to pass any privacy
laws concerning e-commerce, other countries (most notably in Europe) strictly control what data can be collected
and stored by companies.

If your organization’s security is subject to some form of regulatory agency, you will be required to modify the
cost-justification portion of your risk analysis in order to bring your recommendations in line with dictated policy.

Budgeting Your Security Precautions

You should now have a pretty good idea about what level of security you will be able to cost justify. This should
include depreciable items (server hardware, firewalls, and construction of secured areas), as well as recurring costs
(security personnel, audits, and system maintenance).

Remember the old saying, “Do not place all of your eggs in one basket”? This wisdom definitely applies to
budgeting security. Do not spend all of your budget on one mode of protection. For example, it does little good to
invest $15,000 in firewall technology if someone can simply walk through the front door and walk away with your
corporate server.
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Tip It may be possible, however, to combine budget expenditures with other groups within your
organization. For example, while it may be difficult to cost justify a secure, controlled
environment for your networking hardware and servers, you might justify this cost if the
room will also house all PBX, voicemail, and telephone equipment.

Another example could be the Engineering server we discussed earlier in this chapter. Engineers always require
additional server storage space (it’s in the job description). During the next upgrade of server storage, it may be
possible to justify a redundant disk system and charge part of the cost to the Engineering department.

A new addition to the security budget at some companies is security insurance. Although this might seem unusual
at first glance, most IT professionals can readily see the dollar value of their data and how the corruption or loss of
that data justifies taking such a precaution.

The bottom line is to be creative. The further you can stretch your security budget, the more precautions you can
take. Security is a proactive expenditure, meaning that we invest money in security precautions and procedures
with the hope that we will realize a return on our investment by not having to spend additional money later playing
cleanup to a network disaster. The more precautions that can be taken, the less likely disaster is to strike.

Documenting Your Findings

You’ve now identified all your assets, analyzed their worth to your day-to-day operations, and estimated the cost
of recovery for each. Now take some time to formalize and document your findings. There are a number of
reasons why this is worth your time.

First, having some sort of document—whether electronic or hard copy—gives you some backup when you begin
the tedious process of justifying each of your countermeasures. It is far more difficult to argue with documented
numbers and figures than it is to argue with an oral statement. By getting all your ducks in a row up front, you will
be less likely to have to perform damage control later.

This document should be considered fluid; expect to have to adjust it over time. No one is ever 100 percent
accurate when estimating the cost of intrusion or failures. If you are unfortunate enough to have your inaccuracy
demonstrated, consider it an opportunity to update and improve your documentation.

Network environments change over time, as well. What happens when your boss walks into your office and
announces, “We need to set up a new field office. What equipment do we need and how much will it cost us?” By
having formal documentation that identifies your current costs, you can easily extrapolate these numbers to
include the new equipment.

This information is also extremely useful as you begin the process of formalizing a security policy. Many people
have an extremely deficient understanding of the impact of network security. Unfortunately, this can include
certain managerial types who hold the purse strings on your budget (just look for the pointy hair—it’s a dead
giveaway).

As you begin to generate your security policy, it is much easier to justify each policy item when you can place a
dollar value on the cost of an intrusion or attack. For example, your manager may not see the need for encrypting
all inbound data until she realizes that the loss of this information could rival the cost of her salary. The last thing
she wants to hear is that someone above her may realize that the company can recoup this loss by simply removing
the one person who made a very bad business decision.

Developing a Security Policy

The first question most administrators ask is, “Why do I even need a formal security policy?” A security policy
serves many functions. It is a central document that describes in detail acceptable network activity and penalties
for misuse.

A security policy also provides a forum for identifying and clarifying security goals and objectives to the
organization as a whole. A good security policy shows each employee how she is responsible for helping to
maintain a secure environment.

Note For an example of a security policy, see Appendix B.
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Security Policy Basics

Security policies tend to be issue driven. A focus on individual issues is the easiest way to identify—and clarify—
each point you wish to cover. While it may be acceptable in some environments to simply state, “Non—work-
related use of the Internet is bad,” those who must adhere to this policy need to know what “non—work-related
use” and “bad” actually mean.

In order for a policy to be enforceable, it needs to be
= Consistent with other corporate policies

= Accepted by the network support staff as well as the appropriate levels of management
= Enforceable using existing network equipment and procedures

=  Compliant with local, state, and federal laws

Consistency Is Key

Consistency insures that users will not consider the policies unreasonable or irrational. The overall theme of your
security policy should reflect your organization’s views on security and acceptable corporate practices in general.

If your organization has a very relaxed stance towards physical security or use of company assets, it may be
difficult or pointless to enforce a strict network usage policy. For example, I once consulted for a firm whose
owner insisted that all remote connections to the network be encrypted using the largest cipher key possible.
Remote users were required to maintain different logon names and passwords for remote access, and these
accounts had be provided with only a minimal amount of access. Also, remote access was left disabled unless
someone could justify a specific need for accessing the network remotely.

While this may not seem all that far-fetched, the facility where this network was housed was protected by only a
single cipher lock with a three-digit code. The facility had no alarm system and was in a prime physical location to
be looted undetected. The combination for the cipher lock had not been changed in over seven years. Also,
employees frequently gave out the combination to anyone they felt needed it (this included friends and even the
local UPS guy!).

As if all this were not bad enough, there was no password requirement for any of the internal accounts. Many
users (including the owner) had no passwords assigned to their accounts. This included two servers that were left
in an easily accessible location.

The firm was probably right to be concerned with remote-access security. The measures taken bordered on absurd,
however, when compared to the organization’s other security policies. Clearly, there were other issues that should
have had a higher priority than remote network access. The owner may very well have found this remote-access
policy difficult to enforce, because it was inconsistent with the organization’s other security practices. If the
employees see little regard being shown for physical access to the facility, why should Internet access be any
different?

Acceptance within the Organization

For a policy to be enforceable, it must be accepted by the appropriate authorities within the organization. It can be
frustrating at best to attempt to enforce a security policy if management does not identify and acknowledge the
benefits your policy provides.

A good example of what can happen without management acceptance is the legal case of Randal Schwartz (a
major contributor to the Perl programming language) versus Intel. While he was working as a private contractor
for Intel, Schwartz was accused of accessing information which, according to Intel’s security policy, he should not
have been viewing. Although Intel won its controversial case against Schwartz, that case was severely weakened
when it came to light that Intel’s full-time employees were not bound to the same security policy they were
attempting to use to convict Schwartz.

While testifying in the trial, Ed Masi, Intel’s corporate vice president and general manager, freely admitted to not
following Intel’s security policy. What made the case even more murky was that Intel never filed charges against
Masi for failing to adhere to the policy. This left the impression that Intel’s security policy was fluid at best and
that Schwartz was being singled out.
Note You can read all about Randal Schwartz versus Intel at
www.lightlink.com/spacenka/fors/.
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An organization’s security policy must be accepted and followed at all levels of management. In order to be
successful, it must be understood that these policies are equally applicable to all network users.

Enforceability

In order for a security policy to have merit, it must be enforceable. Stating that “each network user is required to
change his or her password every 90 days” will have little effect if your network operating system does not expire
and lock accounts that exceed this 90-day limit.

While you can legally create policies that cannot be enforced, doing so as a matter of practice is not a wise choice.
You do not want to leave your users with the impression that ignoring corporate policy is OK because adherence is
not verified. If there is no verification, then there are no ramifications for noncompliance. If there were no state
troopers, how many of us would drive at the speed limit on the highway?

Tip Noncompliance with one network usage policy can quickly lead to a domino effect of
employees ignoring all network usage policies. Choose your battles wisely. This is
particularly true if you are establishing a network usage policy for the first time. You do not
have to verify usage compliance 100 percent of the time—but make sure that you have
some method of reporting or monitoring usage if enforcement of your policy becomes an
issue.

Sometimes it is not even sufficient to actively monitor all aspects of a specific policy issue. Take care to
disseminate such issues in an appropriate manner. For example, a security policy is typically considered to be
company private. However, there may be policy issues that affect individuals outside of the organization. These
policy issues must be made public in order to insure that they are enforceable.

There is a story floating around the Internet (it may be truth or it may be lore) that describes how an organization
monitored, tracked, and then identified a remote attacker who had broken into one of its systems. As the story
goes, the police arrested the suspect, and the accused was brought to trial.

During the trial, the accused freely admitted to accessing the network resource in question. His stated defense was
that he had no idea that he was doing anything wrong, since upon accessing the resource he was presented with a
“welcome” screen.

The defense argued that it was beyond the accused’s ability to determine that he should not have been accessing
this specific resource. As a precedent, defense lawyers cited a local property law requiring landowners to post
notices to keep trespassers off their land. The judge, who found it easier to relate to local property laws than to
high-tech computer crimes, accepted the defense’s argument and released the suspect.

As part of enforcing your network security policy, make sure you disseminate it properly. Do not overlook some
of the more obvious places to state this policy, such as logon scripts and terminal messages.

Compliance with Local, State, and Federal Laws

You might want to have your organization’s legal counsel review any policies before you implement them. If any
portion of a specific policy issue is found to be unlawful, the entire issue—or even the policy itself—may be
disregarded.

For example, a policy stating that “noncompliance will result in a severe flogging” will be thrown out by a court of
law if flogging has been outlawed in your locale. You may truly wish to flog the attacker for compromising your
network, but by specifying an illegal reprisal, you may surrender all chances of recourse. Appropriate wording is
crucial. Insure that all policies are written in a precise, accurate, and legal manner.

A legal review will also help to identify the impact of each policy item. Without precise wording, a well-
intentioned policy may have an extremely negative effect.

In a recent court case, an employee won a $175,000 settlement because she accidentally viewed what she
considered to be a pornographic Web site while on the job. How did she get away with holding her employer
accountable? Was the questionable site located on a company-owned Web server?

The answer should scare you. The company had a corporate policy stating that “pornographic sites will be
blocked, and they cannot be accessed from the corporate network.” The company was filtering out access to sites
that contained what it considered to be questionable subject matter. Unfortunately, there are so many
“questionable” sites on the Internet that there is no way to block them all.
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The court ruled that the company was liable for breach of contract because it did not hold up its end of the bargain
by blocking all so-called questionable sites. By instituting a policy stating that it would filter out these sites, the
company was “accepting responsibility for the successful execution of this activity”—and was therefore
accountable. The damage award, as well as reimbursement for the employee’s “distress,” was based on this
finding.

How should this policy item have been written? Consider the following statement:

Accessing Internet-based Web sites with company-owned assets, for purposes other than executing
responsibilities within an employee’s job function, is considered grounds for dismissal. We reserve
the right to monitor and filter all employee network activity in order to insure compliance.

This statement still enforces the same policy spirit by banning undesirable sites. It removes the word
“questionable,” which is wide open to interpretation, and specifically forbids all Web site access that is not related
to an employee’s job function. Also, it puts the burden of compliance on the employee, not the employer, while
still allowing the organization to attempt to filter out these sites.
Tip Proper wording can make all the difference in the world between a good and a bad security
policy.
What Makes a Good Security Usage Policy?

At a minimum, a good security usage policy should
» Be readily accessible to all members of the organization.

= Define a clear set of security goals.

= Accurately define each issue discussed in the policy.

= Clearly show the organization’s position on each issue.

= Describe the justification of the policy regarding each issue.
= Define under what circumstances the issue is applicable.

= State the roles and responsibilities of organizational members with regard to the described
issue.

= Spell out the consequences of noncompliance with the described policy.
= Provide contact information for further details or clarification regarding the described issue.
» Define the user’s expected level of privacy.

» Include the organization’s stance on issues not specifically defined.

Accessibility

Making your security policy public within the organization is paramount to its effectiveness. As mentioned earlier,
logon scripts and terminal messages are a good start.

If your organization has an employee handbook, see about incorporating your security policy into this document.

If your organization maintains an intranet Web site for organizational information, have your document added to
this site, as well.

Defining Security Goals

While it may seem like simple common sense, a statement of purpose, which defines why security is important to
your organization, can be extremely beneficial. This statement can go a long way toward insuring that policy
issues are not deemed frivolous or unnecessary.

As part of this statement, feel free to specify your organization’s goals for its security precautions. People are far
more accepting of additional standards and guidelines when they understand the benefits these can provide.
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Tip A sample security policy has been included in Appendix B. Use this as a guide when
creating a security policy for your organization.

Defining Each Issue

Be as clear and precise as possible when describing each policy issue. Insure that all language and terminology are
as accurate as possible.

For example, do not refer to Internet access in general; instead, identify the specific services the issue addresses
(e-mail, file transfers, and so on). If it becomes necessary later to enforce the policy issue, your organization will
have a precise description to fall back on. All too often, general descriptions are open to interpretation—and
misinterpretation.
Tip An accurate description becomes even more important if your company uses VPN
technology over the Internet. Be precise in defining the difference between public hosts on
the Internet and hosts located on the other end of a VPN connection.

Your Organization’s Position

Use clear, concise language to state your organization’s views on the described policy issue. For example,
adjectives such as “unacceptable” contain many shades of gray. A worker’s performance might be
“unacceptable”—but not necessarily in violation of any specific policy.

When describing matters of policy, stick to words that convey clear and precise meanings. Negative examples of
such include “violation,” “breach of contract,” “offense,” and “abuse.” Positive examples include “permissible,”
“legitimate,” “sanctioned,” and “authorized.” By avoiding ambiguous terms, you can be certain that the policy
meanings—as well as the ramifications of noncompliance—are clear and enforceable.

Justifying the Policy

We have already discussed a general statement of purpose, which defines an overall set of security goals; you
should also justify each policy issue. This shows your network users why each point in the policy is important.

For example, the statement, “Since e-mail is considered to be an unsecured medium, it is not permissible to use it
for conveying company private information,” simultaneously states the policy issue and justifies the policy.

When Does the Issue Apply?

Be sure to make clear under what circumstances the policy is considered to be in effect. Does the policy affect all
users equally, or only certain work groups? Does it remain in effect after business hours? Does it affect the main
office only, or field offices as well?

When you set forth clearly how the policy will be applied, you also clarify its expected impact. This insures that
there is no uncertainty about whom this policy applies to. You want to eliminate the possibility that any employee
will assume that the policy must apply to everyone but himself or herself.

Roles and Responsibilities

Any chain is only as strong as its weakest link, so be sure to make it clear that a// members of the organization are
responsible for asset security. Security is everyone’s concern, not just a part of a particular person’s job
description.

Be sure to identify who is responsible for enforcing security policies and what type of authorization this person

has from the organization. If a user is asked to surrender access to the system, it is crucial that a clear policy be in
place identifying who has the authority to make such a request.

Consequences of Noncompliance

What if an employee fails to follow or simply ignores a specific security policy issue? Your organization must
have a reaction or remedy in place if this occurs. Be sure your policy includes a description of possible reprisals
for noncompliance.
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It is important that this statement be both legal and clearly defined. Stating that “appropriate action will be taken”
does not describe the severity of possible repercussions. Many times a reprisal is left vague because the people
writing a policy cannot agree on a proper response. It is extremely important that a proper remedy be assigned,
however, because the severity of the penalty can help convey just how seriously your organization views the issue.
For example, sending harassing e-mail may be considered grounds for dismissal, while cruising the Web in order
to find the best price for a home computer may only warrant a verbal warning. When you identify consequences of
noncompliance, be specific about what actions your organization may take.

For More Information

It is difficult to formulate a policy that clearly defines all potential aspects of a specific issue. For this reason, you
should identify a resource responsible for providing additional information.

Since individuals’ responsibilities can change, identify this resource by job function rather than by name. It’s
better to write, “Consult your direct supervisor for more information” or “Direct all queries regarding this issue to
the network security administrator” than “Forward all questions to Billy Bob Smith.”

Level of Privacy

Privacy is always a hot topic: your organization should clearly state its views on privacy with regard to
information stored on organizational resources. If an organization does not expressly claim all ownership of stored
information, this information may be construed the property of the employee.

Don’t assume that company private information is private—spell it out. There was a well-publicized case a
number of years ago in which a high-level executive left his job for a position with a major competitor. Suspecting
that this person may have walked off with some private information, the company retrieved and reviewed all of his
e-mail messages. They found evidence that this ex-employee had in fact left with some information that the
company considered vital to maintaining its competitive edge.

When the case went to trial, however, the e-mail was considered inadmissible because there was no clear policy
identifying e-mail as a company-owned resource. The defense argued that e-mail is identical to postal mail and as
such enjoys the same level of privacy.

The judge in the case was well aware that the U.S. Post Office is not allowed to open personal letters without a
court order. The defense argued that, in this situation, the company should be held to the same standard as the Post
Office, since its resources were responsible for delivering the mail. As a result, the e-mail was declared
inadmissible and the company lost its case due to lack of evidence.

The moral of this story is that it is extremely important to assert ownership of network resources, and to spell out
the measures that can be taken to enforce described policy issues.

Issues Not Specifically Defined

When implementing a firewall, two potential stances are possible with regards to network traffic. The first is “that
which is not expressly permitted is denied;” the second is “that which is not expressly denied is permitted.” The
first takes a firm stance with regard to security, while the latter is a more liberal approach.

These same principles apply to your security policy. You can design your policy to be restrictive (“That which is
not expressly permitted is denied”) or open (“That which is not expressly denied is permitted””) with regard to
matters that are not clearly defined. This provides a fallback position if an issue arises that is not specifically
described by your security policy. This is a good idea, as you will inevitably forget to mention something.

Include a statement outlining the organization’s stance on issues not explicitly addressed within the security policy
itself. Which approach is more appropriate will depend on how strict a security policy you are trying to create.
Typically, however, it is easier to begin with a tighter stance on security and then open up additional policies as
the need arises.

Example of a Good Policy Statement
Now that we have covered the individual points of a good security policy, let’s look at a specific example to see

how to tie these points together. You will find more examples in Appendix B.

The following is an example of a policy statement excerpt:
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Access to Internet-based Web server resources shall only be allowed for the express purpose of
performing work-related duties. This policy is to insure the effective use of networking resources
and shall apply equally to all employees. This policy shall be enforced during both production and
non-production time periods. All Web server access can be monitored by networking personnel, and
employees may be required to justify Web server access to their direct supervisor. Failure to comply
with this policy will result in the issuance of a written warning. For more information regarding
what is considered appropriate Web server access of Internet resources, please consult your direct
supervisor.

Now let’s see if this statement includes everything we have discussed.

Define Each Issue This policy specifically addresses “access to Internet-based Web server
resources.” The statement clearly defines the issue to which it pertains.

Your Organization’s Position The statement goes on to declare that Internet access “shall only be
allowed for the express purpose of performing work-related duties.” The organization’s stance is
clear. Web browsing is for performing work-related activities only.

Justifying the Policy To justify restriction of Internet access, the policy states, “This policy is to
insure the effective use of networking resources.” Again, the wording is clear and to the point. The
organization is looking to minimize Internet traffic by restricting Internet use to work-related
functions only.

When Does the Issue Apply? The policy specifies that Internet access restrictions “shall apply
equally to all employees. This policy shall be enforced during both production and non-production
time periods.” This spells out that the policy is in effect at all times and that all employees are
subject to its guidelines.

Roles and Responsibilities The policy goes on to state that networking personnel are responsible
for monitoring proper Web server access and adds that “employees may be required to justify Web
server access to their direct supervisor.” This requires each employee to justify all Internet Web
server access. It also shows that supervisors are responsible for approving these justifications. The
document assumes that some mechanism is in place to notify the supervisor when her subordinates
access Internet Web servers.

Consequences of Noncompliance The policy goes on to state, “Failure to comply with this policy
will result in the issuance of a written warning.” Short, sweet, and to the point, this sentence shows
what may happen if an employee violates this portion of the security policy.

Contact Information for Further Details Finally, the policy directs, “For more information
regarding what is considered appropriate Web server access of Internet resources, please consult
your direct supervisor.” The policy tells readers what information is available and where to get it.
(The policy does assume here that the supervisor knows the answers or where to get them.)

Level of Privacy Privacy is mentioned only briefly in our sample policy excerpt, but the policy
still goes straight to the point: “All Web server access can be monitored by networking personnel.”
This implies that the user can expect zero privacy when accessing Internet-based Web servers.

This statement does not, however, define the level of monitoring that may be performed. For
example, it does not specify whether network personnel will review the servers visited, the URLSs,
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or the actual page content. In this case, lack of specificity should not be considered a bad thing,
because it allows the network administrator some flexibility in the level of audits.

Summary

You should now have a sound understanding of how to evaluate the level of security your
environment requires. You should know which assets you need to protect and their inherent value to
your organization. This risk analysis will be the cornerstone for each of the security precautions
discussed in this book.

You should also know how to write an effective security policy, understanding the importance of a
precise security policy to securing your environment.

In the next chapter, we will take a look at how systems communicate. Many security exploits involve
“bending” the communication rules, so comprehending how network information is exchanged is vital
to securing against such attacks.

Chapter 3: Understanding How Network Systems
Communicate

In this chapter, we will review how networked systems move data from point A to point B. I am assuming that you
already understand the basics of networking, such as how to assign a valid network address to a device. This
chapter will focus on exactly what is going on behind the scenes and along your network cabling. This knowledge
is critical in order to give context to the security concepts covered in subsequent chapters.

The Anatomy of a Frame of Data

When data is moved along a network, it is packaged inside a delivery envelope called a frame. Frames are
topology-specific. An Ethernet frame needs to convey different information than a Token Ring or an ATM frame.
Since Ethernet is by far the most popular topology, we will cover it in detail here.

Ethernet Frames

An Ethernet frame is a set of digital pulses transmitted onto the transmission media in order to convey
information. An Ethernet frame can be anywhere from 64 to 1,518 bytes (a byte being 8 digital pulses or bits) in
size and is organized into four sections:

* Preamble

= Header
= Date

= Frame check sequence
Preamble A preamble is a defined series of communication pulses that tells all receiving stations, “Get
ready—I’ve got something to say.” The standard preamble is eight bytes long.
Note Because the preamble is considered part of the communication process and not part of the
actual information being transferred, it is not usually included when measuring a frame’s
size.

Header A header always contains information about who sent the frame and where it is going. It
may also contain other information, such as how many bytes the frame contains; this is referred to
as the length field and is used for error correction. If the receiving station measures the frame to be a
different size than indicated in the length field, it asks the transmitting system to send a new frame.
If the length field is not used, the header may instead contain a #ype field that describes what type of
Ethernet frame it is.
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Note The header size is always 14 bytes.

Data The data section of the frame contains the actual data the station needs to transmit, as well as
any protocol information, such as source and destination IP address. The data field can be anywhere
from 46 to 1,500 bytes in size. If a station has more than 1,500 bytes of information to transfer, it
will break up the information over multiple frames and identify the proper order by using sequence
numbers. Sequence numbers identify the order in which the destination system should reassemble the
data. This sequence information is also stored in the data portion of the frame.

If the frame does not have 46 bytes’ worth of information to convey, the station pads the end of this
section by filling it in with 1 (remember that digital connections use binary numbers). Depending on
the frame type, this section may also contain additional information describing what protocol or
method of communication the systems are using.

Frame Check Sequence (FCS) The fiame check sequence is used to insure that the data received is
actually the data sent. The transmitting system processes the FCS portion of the frame through an
algorithm called a cyclic redundancy check or CRC. This CRC takes the values of the above fields and
creates a 4-byte number. When the destination system receives the frame, it runs the same CRC and
compares it to the value within this field. If the destination system finds a match, it assumes the
frame is free of errors and processes the information. If the comparison fails, the destination station
assumes that something happened to the frame in its travels and requests that another copy of the
frame be sent by the transmitting system.

Note The FCS size is always 4 bytes.

The Frame Header Section

Now that we have a better understanding of what an Ethernet frame is, let’s take a closer look at the header
section. The header information is ultimately responsible for identifying who sent the data and where the sender
wanted it to go.

The header contains two fields to identify the source and destination of the transmission. These are the node
addresses of both the source and destination systems. This number is also referred to as the media access control
(MAC) address. The node address is a unique number that is used to serialize network devices (like network cards
or networking hardware) and is a unique identifier that distinguishes it from any other networking device in the
world. No two networking devices should ever be assigned the same number. Think of this number as equivalent
to a telephone number. Every home with a telephone has a unique phone number so that the phone company
knows where to direct the call. In this same fashion, a system will use the destination system’s MAC address to
send the frame to the proper system.

Note The MAC address has nothing specifically to do with Apple’s computers and is always
represented in all capital letters. It is the number used by all the systems attached to the
network (PCs and Macs included) to uniquely identify themselves.

This 6-byte, 12-digit hexadecimal number is broken up into two parts. The first half of the address is the
manufacturer’s identifier. A manufacturer is assigned a range of MAC addresses to use when serializing its
devices. Some of the more prominent MAC addresses appear in Table 3.1.

Table 3.1: Common MAC Addresses

‘ First Three Bytes of MAC Address ‘ Manufacturer
‘ 00000C ‘ Cisco

‘ 0000A2 ‘ Bay
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Table 3.1: Common MAC Addresses

‘ First Three Bytes of MAC Address ‘ Manufacturer

I | Networks

‘ 0080D3 ‘ Shiva

‘ 00AA00 ‘ Intel

‘ 02608C ‘ 3Com

‘ 080009 ‘ Hewlett-
Packard

‘ 080020 ‘ Sun

‘ 08005A ‘ IBM

Tip The first three bytes of the MAC address can be a good troubleshooting aid. If you are

investigating a problem, try to determine the source MAC address. Knowing who made the
device may put you a little closer to determining which system is giving you trouble. For
example, if the first three bytes are 0000A2, you know you need to focus your attention on
any Bay Networks device on your network.

The second half of the MAC address is the serial number the manufacturer has assigned to the device.
One address worthy of note is FF-FF-FF-FF-FF-FF. This is referred to as a broadcast address. A broadcast
address is special: it means all systems receiving this packet should read the included data. If a system sees a
frame that has been sent to the broadcast address, it will read the frame and process the data if it can.
Note You should never encounter a frame that has a broadcast address in the source
node field. The Ethernet specifications do not include any conditions where the
broadcast address should be placed in the source node field.

The Address Resolution Protocol

How do you find out what the destination node address is so that you can send data to a system? After all, network
cards do not ship with phone books. Finding a node address is done with a special frame referred to as an address
resolution protocol (ARP) frame. ARP functions differently depending on which protocol you’re using (such as
IPX, IP, NetBEUI, and so on).
For an example, see Figure 3.1. This is a decode of the initial packet from a system that wishes to send
information to another system on the same network. Notice the information included within the decode. The
transmitting system knows the IP address of the destination system, but it does not know the destination node
address. Without this address, local delivery of data is not possible. ARP is used when a system needs to discover
the destination system’s node address.

Note A frame decode is the process of converting a binary frame transmission to a format that
can be understood by a human being. Typically, this is done using a network analyzer.
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Figure 3.1: A transmitting system attempting to discover the destination system’s node address

Keep in mind that ARP is only for local communications. When a packet of data crosses a router, the Ethernet
header will be rewritten so that the source node address is that of the router, not the transmitting system. This
means that a new ARP request may need to be generated.

Figure 3.2 shows how this works. Our transmitting system (Fritz) needs to deliver some information to the
destination system (Wren). Since Wren is not on the same subnet as Fritz, it transmits an ARP in order to discover
the node address of Port A on the local router. Once Fritz knows this address, Fritz transmits its data to the router.
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Figure 3.2: Node addresses are used for local communications only.

Our router will then need to send an ARP out of Port B in order to discover the node address of Wren. Once Wren

replies to this ARP request, the router will strip off the Ethernet frame from the data and create a new one. The

router replaces the source node address (originally Fritz’s node address) with the node address of Port B. It will

also replace the destination node address (originally Port A) with the node address of Wren.

Note In order for the router to communicate on both subnets, it needed two unique

node addresses, one for each port. If Fritz were launching an attack against
Wren, you could not use the source node address within the frame on Wren’s
subnet in order to identify the transmitting system. While the source node address
will tell you where the data entered this subnet, it will not identify the original
transmitting system.

When Fritz realized that Wren was not on the same subnet, he went looking for a router. A system will run

through a process similar to that shown in Figure 3.3 when determining how best to deliver data. Once a system

knows where it needs to send the information, it transmits the appropriate ARP request.
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Figure 3.3: ARP decision process
All systems are capable of caching information learned through ARP requests. For example, if Fritz wished a few
seconds later to send another packet of data to Wren, he would not have to transmit a new ARP request for the
router’s node address since this value would be saved in memory. This memory area is referred to as the ARP
cache.

ARP cache entries are retained for up to 60 seconds. After that, they are typically flushed out and must be learned
again through a new ARP request. It is also possible to create static ARP entries, which creates a permanent entry
in the ARP cache table. This way, a system is no longer required to transmit ARP requests for nodes with a static
entry.

For example, you could create a static ARP entry for the router on Fritz’s machine so that it would no longer have
to transmit an ARP request when looking for this device. The only problem would occur if the router’s node
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address changed. If the router were to fail and you had to replace it with a new one, you would also have to go
back to Fritz’s system and modify the static ARP entry because the new router would have a different node
address.

A Protocol’s Job

You have seen that when a system wants to transfer information to another system, it does so by
creating a frame with the target system’s node address in the destination field of the frame header.
This method of communication is part of your topology’s communication rules. This transmission
raises the following questions:

Should the transmitting system simply assume the frame was received in one piece?

Should the destination system reply, saying, “l received your frame, thanks!”?

If a reply should be sent, does each frame require its own acknowledgment, or is it OK to
send just one for a group of frames?

If the destination system is not on the same local network, how do you figure out where to
send your data?

If the destination system is running e-mail, transferring a file, and browsing Web pages on
the source system, how does it know which application this data is for?

This is where a protocol comes in. A protocol’s job is to answer these questions—as well as any
others that may pop up in the course of the communication. When we talk about IP, IPX, AppleTalk,
or NetBEUI, we are talking about protocols. So why are the specifications that characterize a
protocol not simply defined by the topology?

The answer is: diversity. If the communication properties of IP were tied into the Ethernet topology,
everyone would be required to use Ethernet for all network segments; this includes wide-area
network links. You could not choose to use Token Ring or ATM, because these services would only
be available on Ethernet. By defining a separate set of communication rules (protocols), these rules
can now be applied over any OSI-compliant topology. This was not the case with legacy systems,
which is why the OSI model was developed.

The OSI Model

In 1977 the International Standards Organization (ISO) developed the Open Systems Interconnection Reference
Model (OSI model) to help improve communications between different vendors’ systems. The ISO was a
committee representing many different organizations, whose goal was not to favor a specific method of
communication but to develop a set of guidelines that would allow vendors to insure that their products would
interoperate.

The ISO was setting out to simplify communications between systems. There are many events that must take place
in order to insure that data first reaches the correct system and is then passed along to the correct application in a
useable format. A set of rules was required to break down the communication process into a simple set of building
blocks.

The OSI model consists of seven layers. Each layer describes how its portion of the communication process
should function, as well as how it will interface with the layers directly above it, below it, and adjacent to it on
other systems. This allows a vendor to create a product that operates on a certain level and to be sure it will
operate in the widest range of applications. If the vendor’s product follows a specific layer’s guidelines, it should
be able to communicate with products created by other vendors that operate at adjacent layers.

To use the analogy of a house for just a moment, think of the lumber yard that supplies main support beams used
in house construction. As long as the yard follows the guidelines for thickness and material, builders can expect
beams to function correctly in any house that has a proper foundation structure.

Simplifying a Complex Process

An analogy to the OSI model would be the process of building a house. While the final product may seem a
complex piece of work, it is much simpler when it is broken down into manageable sections.
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A good house starts with a foundation. There are rules that define how wide the foundation wall must be, as well
as how far below the frost line it needs to sit. After that, the house is framed off or packaged. Again, there are
rules to define how thick the lumber must be and how far each piece of framing can span without support.

Once the house is framed, there is a defined process for putting on a roof, adding walls, and even connecting the
electrical system and plumbing. By breaking down this complicated process into small, manageable sections,
building a house becomes easier. This breakdown also makes it easier to define who is responsible for which
section. For example, the electrical contractor’s responsibilities include running wires and adding electrical
outlets, but not shingling the roof.

The entire structure becomes an interwoven tapestry with each piece relying on the others. For example, the frame
of our house requires a solid foundation. Without it, the frame will eventually buckle and fall. The frame may also
require that load-bearing walls be placed in certain areas of the house in order to insure that the frame does not fall
in on itself.

The OSI model strives to set up these same kinds of definitions and dependencies. Each portion of the
communication process becomes a separate building block. This makes it easier to determine what each portion of
the communication process is required to do. It also helps to define how each piece will be connected to the others.

Figure 3.4 is a representation of the OSI model in all its glory. Let’s take the layers one at a time to determine the
functionality expected of each.
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Figure 3.4: The OSI model

Physical Layer The physical layer describes the specifications of our transmission media,
connectors, and signal pulses. A repeater or a hub is a physical layer device because it is frame-
stupid and simply amplifies the electrical signal on the wire and passes it along.

Data-Link Layer The data-link layer describes the specifications for topology and communication
between local systems. Ethernet is a good example of a data-link layer specification, as it works
with multiple physical layer specifications (twisted-pair cable, fiber) and multiple network layer
specifications (IPX, IP). The data-link layer is the “door between worlds,” connecting the physical
aspects of the network (cables and digital pulses) with the abstract world of software and data
streams. Bridges and switches are considered to be data-link devices because they are frame-aware.
Both use information specific to the frame header to regulate traffic.
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Network Layer The network layer describes how systems on different network segments find each
other; it also defines network addresses. A network address is a name or number assigned to a group
of physically connected systems.

Note The network address is assigned by the network administrator and should not be confused
with the MAC address assigned to each network card. The purpose of a network address
is to facilitate data delivery over long distances. Its functionality is similar to the zip code
used when mailing a regular letter.

IP, IPX, and AppleTalk’s Datagram Delivery Protocol (DDP) are all examples of network-layer
functionality. Service and application availability are based on functionality prescribed at this level.

Note For more detail about network layer functionality, see “More on the Network Layer” later
in this chapter.

Transport Layer The transport layer deals with the actual manipulation of your data and prepares it
for delivery through the network. If your data is too large for a single frame, the transport layer
breaks it up into smaller pieces and assigns sequence numbers. Sequence numbers allow the
transport layer on the other receiving system to reassemble the data into its original content. While
the data link layer performs a CRC check on all frames, the transport layer can act as a backup
check to insure that all the data was received and is usable. Examples of transport layer
functionality are IP’s Transmission Control Protocol (TCP), User Datagram Protocol (UDP), IPX’s
Sequence Packet Exchange (SPX), and AppleTalk’s AppleTalk Transaction Protocol (ATP).

Session Layer The session layer deals with establishing and maintaining a connection between two
or more systems. It insures that a query for a specific type of service is made correctly. For
example, if you try to access a system with your Web browser, the session layers on both systems
work together to insure you receive HTML pages and not e-mail. If a system is running multiple
network applications, it is up to the session layer to keep these communications orderly and to
insure that incoming data is directed to the correct application. In fact, the session layer maintains
unique conversations within a single service. For example, imagine downloading two distinct Web
pages from the same Web site at the same time (from the same computer). The session layer
maintains the integrity of each file transfer—making sure the two data streams aren’t mixed up or
otherwise confused by the receiving system.

Presentation Layer The presentation layer insures that data is received in a format that is usable to
applications running on the system. For example, if you are communicating over the Internet using
encrypted communications, the presentation layer would be responsible for encrypting and
decrypting this information. Most Web browsers support this kind of functionality for performing
financial transactions over the Internet. Data and language translations are also done at this level.

Application Layer The label application layer is a bit misleading, because this term does not
describe the actual program that a user may be running on a system. Rather, this is the layer that is
responsible for determining when access to network resources is required. For example, Microsoft
Word does not function at the application layer of the OSI model. If a user tries to retrieve a
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document from her home directory on a server, however, the application layer networking software
is responsible for delivering her request to the remote system.

Note In geek lingo, the layers are numbered in the order I’ve described them. If I were to state
that switches function at layer 2 of the OSI model, you would interpret this to mean that
switches work within the guidelines provided by the data-link layer of the OSI model.

How the OSI Model Works

Let’s look at an example to see how these layers work together. Assume you’re using your word processing
program, and you want to retrieve a file called resume.txt from your home directory on a remote server. The
networking software running on your system would react similarly to the description that follows.

Formulating a File Request

The application layer detects that you are requesting information from a remote file system. It formulates a request
to that system that resume.txt should be read from disk. Once it has created this request, the application layer
passes the request off to the presentation layer for further processing.

The presentation layer determines if it needs to encrypt this request or perform any type of data translation. Once
this has been determined and completed, the presentation layer then adds any information it needs to pass along to
the presentation layer on the remote system and forwards the packet down to the session layer.

The session layer checks which application is requesting the information and verifies what service is being
requested from the remote system (file access). The session layer adds information to the request to ensure that the
remote system knows how to handle this request. Then it passes all this information along to the transport layer.

The transport layer ensures that it has a reliable connection to the remote system and begins the process of
breaking down all the information so that it can be packaged into frames. If more than one frame is required, the
information is split up and each block of information is assigned a sequence number. These sequenced chunks of
information are passed one at a time down to the network layer.

The network layer receives the blocks of information from the transport layer and adds the network address for
both this and the remote system. This is done to each block before it is passed down to the data-link layer.

At the data-link layer, the blocks are packaged into individual frames. As shown in Figure 3.5, all the information
added by each of the previous layers (as well as the actual file request) must fit into the 46- to 1,500-byte data field
of the Ethernet frame. The data-link layer then adds a frame header, which consists of the source and destination
MAC addresses, and uses this information (along with the contents of the data field) to create a CRC trailer. The
data-link layer is then responsible for transmitting the frame according to the topology rules in use on the network.
Depending on the topology, this could mean listening for a quiet moment on the network, waiting for a token, or
waiting for a specific time division before transmitting the frame.

Note The physical layer does not add any information to the frame.
Frame Hegdar ——= == [ly3-Link | ayer
Metwork Layer

Data Feeld —= Application Layer
Infarmation to
be transfenred

Frame Trailer —h'-[ ] =+—— [lata-Link Layer

Figure 3.5: The location of each layer’s information within our frame
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The physical layer is responsible for carrying the information from the source system to its destination. Because
the physical layer has no knowledge of frames, it is simply passing along the digital signal pulses transmitted by
the data-link layer. The physical layer is the medium by which a connection is made between the two systems; it is
responsible for carrying the signal to the data-link layer on the remote system.

Your workstation has successfully formulated your data request (“Send me a copy of resume.txt.") and transmitted
it to the remote system. At this point, the remote system follows a similar process, but in reverse.

Receiving Data on the Remote System

The data-link layer on the remote system reads in the transmitted frame. It notes that the MAC address in the
destination field of the header is its own and recognizes that it needs to process this request. It performs a CRC
check on the frame and compares the results to the value stored in the frame trailer. If these values match, the data-
link layer strips off the header and trailer and passes the data field up to the networking layer. If the values do not
match, the data-link layer sends a request to the source system asking that another frame be sent.

The network layer on the remote system analyzes the information recorded by the network layer on the source
system. It notes that the destination software address is its own. Once this analysis is complete, the network layer
removes information related to this level and passes the remainder up to the transport layer.

The transport layer receives the information and analyzes the information recorded by the transport layer on the
source system. If it finds that packet sequencing was used, it queues any information it receives until all the data
has been received. If any of the data is missing, the transport layer uses the sequence information to formulate a
reply to the source system, requesting that this piece of data be resent. Once all the data has been received, the
transport layer strips out any transport information and passes the full request up to the session layer.

The session layer receives the information and verifies that it is from a valid connection. If the check is positive,
the session layer strips out any session information and passes the request up to the presentation layer.

The presentation layer receives the frame and analyzes the information recorded by the presentation layer on the
source system. It then performs any translation or decryption required. Once translation or decryption has been
completed, it strips out the presentation layer information and passes the request up to the application layer.

The application layer insures that the correct process running on the system receives the request for data. Because
this is a file request, it is passed to whichever process is responsible for access to the file system.

This process then reads the requested file and passes the information back to the application layer. At this point,
the entire process of passing the information through each of the layers would repeat. If you’re amazed that the
requested file is retrievable in anything less than a standard coffee break, then you have a pretty good idea of the
magnitude of what happens when you request a simple file.

More on the Network Layer
As I mentioned earlier, the network layer is used for delivery of information between logical networks.
Note A logical network is simply a group of systems assigned a common network address by
the network administrator. These systems may be grouped together because they share a
common geographical area or a central point of wiring.

Network Addresses

The terminology used for network addresses is different depending on the protocol in use. If the protocol in use is
IPX, the logical network is simply referred to as a network address. With IP it is a subnet and with AppleTalk it is
called a zone.

Note NetBIOS and NetBEUI are non-routable protocols, although NetBEUI can be thought of
as overlapping the transport, network, and (the LLC portion of the) data-link layer. They
do not use network numbers and do not have the ability to propagate information between
logical network segments. A non-routable protocol is a set of communication rules that
expects all systems to be connected locally. A non-routable protocol has no direct method
of traveling between logical networks. A NetBIOS frame is incapable of crossing a router
without some form of help.

Routers
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Routers are used to connect logical networks, which is why they are sometimes referred to in the IP world as
gateways. Figure 3.6 shows the effect of adding a router to a network. Notice that protocols on either side of the
device must now use a unique logical network address. Information destined for a non-local system must be routed
to the logical network on which the system resides. The act of traversing a router from one logical network to
another is referred to as a hop. When a protocol hops a router, it must use a unique logical network address on
both sides.
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Figure 3.6: The effects of adding a router to the network
So how do systems on one logical network segment find out what other logical segments exist on the network?
Routers can either be statically programmed with information describing the path to follow in order to find remote
networks, or they can use a special type of maintenance frame such as the routing information protocol (RIP) to
relay information about known networks. Routers use these frames and static entries to create a blueprint of the
network known as a routing table.
Note Routing tables tell the router which logical networks are available to deliver information
to and which routers are capable of forwarding information to that network.

Routing Tables

You can think of a routing table as being like a road map. A road map shows all the streets in a local city or town
in much the same way a routing table keeps track of all the local networks.

Without having some method for each of these routers to communicate and let each other know who is connected
where, communication between logical network segments would be impossible.

There are three methods for routing information from one network to another:
= Static

= Distance vector
= Link state

While each protocol has its own ways of providing routing functionality, each implementation can be broken
down into one of these three categories.

Static Routing

Static routing is the simplest method of getting information from one system to another. Used mostly in IP
networks, a static route defines a specific router to be the point leading to a specific network. Static routing does
not require routers to exchange route information: it relies on a configuration file that directs all traffic bound for a
specific network to a particular router. This, of course, assumes that you can predefine all the logical networks you
will wish to communicate with. When this is not feasible (for example, when you are communicating on the
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Internet), a single router may be designated as a default to receive all traffic destined for networks that have not
been predefined. When static routing is used, most workstations receive an entry for the default router only.

For example, let’s assume I configure my system to have a default route that points to the router Galifrey. As my
system passes information through the network layer, it will analyze the logical network of the destination system.
If the system is located on the same logical network, the data-link layer adds the MAC address of that system and
transmits the frame onto the wire. If the system is located on some other logical network, the data-link layer will
use the MAC address for Galifrey and transmit the frame to it. Galifrey would then be responsible for insuring that
the frame gets to its final destination.

The benefits of this type of routing are simplicity and low overhead. My workstation is not required to know or
care about what other logical networks may be available and how to get to them. It has only two possibilities to
worry about—deliver locally or deliver to Galifrey. This can be useful when there is only one possible route to a
final destination. For example, most organizations have only one Internet connection. Setting up a static route that
points all IP traffic to the router that borders this connection may be the easiest way to insure that all frames are
delivered properly. Because all my routing information is configured at startup, my routers do not need to share
route information with other routers. Each system is only concerned with forwarding information to its next
default route. I do not need to have any dynamic routing frames propagated through my network, because each
router has been preset as to where it should forward information.

While static routing is easy to use, it does suffer from some major drawbacks that severely limit its application.
When redundant paths are provided, or even when multiple routers are used on the same logical network, you may
find it more effective to use a routing method that is capable of exchanging dynamic routing information.
Dynamic routing allows routing tables to be developed on the fly, which can compensate for hardware failures.
Both distance vector and link state routing use dynamic routing information to insure routing tables stay up to
date.

Static Routing Security

While static routing requires a high level of maintenance, it is also the most secure method of building your
routing tables. Dynamic routing allows routing tables to be updated dynamically by devices on the network. An
attacker can exploit this feature in order to feed your routers incorrect routing information, thus preventing your
network from functioning properly. In fact, depending on the dynamic routing protocol you use, an attacker may
only need to feed this bogus information to a single router. The compromised router would then take care of
propagating this bogus information throughout the rest of the network.

Each static router is responsible for maintaining its own routing table. This means that if one router is
compromised, the effects of the attack are not automatically spread to every other router. A router using static
routing can still be vulnerable to ICMP redirect attacks, but its routing tables cannot be corrupted through the
propagation of bad route information.

Note For more information on ICMP, see the “Packet Filtering ICMP” section of Chapter 5.

Distance Vector Routing

Distance vector is the oldest and most popular form of creating routing tables. This is primarily due to the routing
information protocol (RIP), which is based on distance vector. For many years, distance vector routing was the
only dynamic routing option available, so it has found its way onto many networks.

Distance vector routers build their tables on secondhand information. A router will look at the tables being

advertised by other routers and simply add 1 to the advertised hop values to create its own table. With distance
vector, every router will broadcast its routing table once per minute.

Propagating Network Information with Distance Vector

Figure 3.7 shows how propagation of network information works with distance vector.
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Figure 3.7: A routed network about to build its routing tables dynamically

Router A has just come online. Because the two attached networks (1 and 2) have been programmed into it, Router
A immediately adds these to its routing table, assigning a hop value of 1 to each. The hop value is 1 instead of 0
because this information is relative to other attached networks, not the router. For example, if the router is
advertising the route to Network 1 on Network 2, then one hop is appropriate because any system sending
information to Network 1 from Network 2 would have to travel one hop (the router itself) to get there. A router
usually does not advertise routing information about a directly attached network on that network itself. This means
that the router should not transmit a RIP frame stating, “I can reach Network 1 in one hop,” on Network 1 itself.
So Router A sends out two RIP packets, one on each network, to let any other devices know about the connectivity
it can provide. When Routers B and C receive these packets, they reply with RIP packets of their own. Remember
that the network was already up and running. This means that all the other routers have already had an opportunity
to build their tables. From these other RIP packets, Router A collects the information shown in Table 3.2.

Table 3.2: Routing Information Received by Router A
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Router A will then analyze this information, picking the lowest hop count to each network in order to build its own
routing table. Routes that require a larger hop count are not discarded but are retained in case an alternate route is
required due to link failure. These higher hop values are simply ignored during the normal operation of the router.
Once complete, the table appears similar to Table 3.3.

Table 3.3: Router A’s Routing Table |
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All we’ve done is to pick the lowest hop count to each network and added 1 to the advertised value. Once the table
is complete, Router A will again broadcast two RIP packets, incorporating this new information.

Now that Routers B and C have noted that there is a new router on the network, they must reevaluate their routing
tables, as well. Before Router A came online, the table for Router B would have looked like Table 3.4.

Table 3.4: Router B’s Routing Table before Router A Initializes
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Now that Router A is online, Router B will modify its table to reflect the information shown in Table 3.5.
Table 3.5: Router B’s Routing Table after Router A Initializes
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Table 3.5: Router B’s Routing Table after Router A Initializes
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It takes us two RIPs on the same logical network to get to this point. The first time Router A sent a RIP to Router
B it only knew about Network 2, as you could see in Figure 3.7. It was not until Router C sent a reply RIP that
Router A had to send a second RIP frame to Router B, incorporating this new information. Table 3.5 would be
broadcast with only the direct common network information being removed (Network 1). This means that while
Router A was updating Router B with the information it had learned from Router C, it was also relaying back the
route information originally sent to it by that router (Router B). The only difference is that Router A has increased
by 1 each hop count reported by Router B.

Because the hop value is larger than what Router B currently has in its tables, Router B would simply ignore this
information.

Router C would go through a similar process, adjusting its table according to the information it receives from
Router A. Again, it will require two RIP frames on the same logical network to yield a complete view of our entire
network so that Router C can complete the changes to its tables.
These changes would then begin to propagate down through our network. Router B would update Router D when
A first comes online and then again when it completes its tables. This activity would continue until all the routers
have an accurate view of our new network layout. The amount of time that is required for all our routers to
complete their table changes is known as the time to convergence. The convergence time is important, because our
routing table is in a state of flux until all our routers become stabilized with their new tables.

Warning Keep in mind that in a large network, convergence time can be quite long, as RIP

updates are only sent once or twice per minute.

Distance Vector Routing Problems

It’s important to note that our distance vector routing table has been almost completely built on secondhand
information. Any route that a router reports with a hop count greater than 1 is based upon what it has learned from
another router. When Router B tells Router A that it can reach Network 5 in two hops or Network 6 in three, it is
fully trusting the accuracy of the information it has received from Router D. If, as a child, | you ever played the
telephone game (where each person in a line receives a whispered message and tries to convey it exactly to the
next), you quickly realize that secondhand information is not always as accurate as it appears to be.

Figure 3.8 shows a pretty simple network layout. It consists of four logical networks separated by three routers.
Once the point of convergence is reached, each router will have created a routing table, as shown in the diagram.

page 40



Active Defense — A Comprehensive Guide to Network Security

MNirtwiork 1
| Network Hops  Next Router
— 1 1 Direct
V= ? 2 1 Direct
i 3 2 B
Router A 4 3 B
MNetwork 2
| Network  Hops  Next Router
J--_:_.# 1 I__l .I"l
| -i 7 1 Direct
i 3 1 Direct
Router B 1 2 C
Metwork 3
Network Next Rouler
T 1 thps B
I -i 2 2 B
L 3 1 Direct
Router C 4 1 Direct
Mitwork 4

Figure 3.8: Given the diagrammed network, each router would construct its routing table.

Now, let’s assume that Router C dies a fiery death and drops offline. This will make Network 4 unreachable by all
other network segments. Once Router B realizes that Router C is offline, it will review the RIP information it has
received in the past, looking for an alternate route. This is where distance vector routing starts to break down.
Because Router A has been advertising that it can get to Network 4 in three hops, Router B simply adds 1 to this
value and assumes it can now reach Network 4 through Router A. Relying on secondhand information clearly
causes problems: Router B cannot reach Network 4 through Router A, now that Router C is offline.

As you can see in Figure 3.9, Router B would now begin to advertise that it can now reach Network 4 in four
hops. Remember that RIP frames do not identify #ow a router will get to a remote network, only that it can and
how many hops it will take to get there. Without knowing how Router A plans to reach Network 4, Router B has
no idea that Router A is basing its route information on the tables it originally received from Router B.

So Router A would receive a RIP update from Router B and realize that it has increased the hop count to Network
4 from two to four. Router A would then adjust its table accordingly and begin to advertise that it now takes five
hops to reach Network 4. It would again RIP and Router B would again increase the hop count to Network 4 by
one.
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Figure 3.9: Router B incorrectly believes that it can now reach Network 4 through Router A and updates its
tables accordingly.

Note This phenomenon is called count to infinity because both routers would continue to
increase their hop counts forever. Because of this problem, distance vector routing limits
the maximum hop count to 15. Any route that is 16 or more hops away is considered
unreachable and is subsequently removed from the routing table. This allows our two
routers to figure out in a reasonable amount of time that Network 4 can no longer be
reached.

Reasonable is a subjective term, however. Remember that RIP updates are only sent out once or twice per minute.
This means that it may be a minute or more before our routers buy a clue and realize that Network 4 is gone. With
a technology that measures frame transmissions in the micro-second range, a minute or more is plenty of time to
wreak havoc on communications. For example, let’s look at what is taking place on Network 2 while the routers
are trying to converge.
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Once Router C has dropped offline, Router B assumes that it has an alternative route to Network 4 through Router
A. Any packets it receives are checked for errors and passed along to Router A. When Router A receives the
frame, it performs an error check again. It then references its tables and realizes it needs to forward the frame to
Router B in order to reach Network 4. Router B would again receive the frame and send it back to Router A.

This is called a routing loop. Each router plays hot potato with the frame, assuming the other is responsible for its
delivery and passing it back and forth. While our example describes only one frame, imagine the amount of
bandwidth lost if there is a considerable amount of traffic destined for Network 4. With all these frames looping
between the two routers, there would be very little bandwidth available on Network 2 for any other systems that
may need to transmit information.

Fortunately, the network layer has a method for eliminating this problem, as well. As each router handles the
frame, it is required to decrease a hop counter within the frame by 1. The hop counter is responsible for recording
how many routers the information has crossed. As with RIP frames, this counter has a maximum value of 15. As
the information is handled for the 16th time (the counter drops to 0) the router realizes that the information is
undeliverable and simply drops the information.

While this 16-hop limitation is not a problem for the average corporate network, it can be a severe limitation in
larger networks. For example, consider the vast size of the Internet. If RIP were used throughout the Internet,
certain areas of the Internet could not reach many resources.

Security Concerns with RIP

Besides our RIP routing tables being built upon secondhand information, note that this information is never
actually verified. For example, if Router B claims to have the best route to a given network, none of the other
routers will verify this information. In fact, they do not even verify that this information was sent from Router B or
that Router B even exists!

Needless to say, this lack of verification can be a gaping security hole. It is not all that difficult to propagate bogus
routing information and bring an entire network to its knees. This is a clear example of how one savvy but
malicious user can interrupt communications for an entire network.

Because of this security concern and the other problems we’ve noted, many organizations use static routing or
have deployed link state routing protocols such as OSPF (Open Shortest Path First). Besides eliminating many of
the convergence problems found in RIP, OSPF also brings authentication to the table, requiring routers to supply a
password in order to participate in routing updates. While not infallible, this method does dramatically increase the
security in a dynamic routing environment.

Link State Routing

Link state routers function in a similar fashion to distance vector, but with a few notable exceptions. Most
importantly, link state routers use only firsthand information when developing their routing tables. Not only does
this help to eliminate routing errors, it drops the time to convergence to nearly zero. Imagine that our network
from Figure 3.7 has been upgraded to using a link state routing protocol. Now let’s bring Router A online and
watch what happens.

Propagating Network Information with Link State
As Router A powers up, it sends out a type of RIP packet referred to as a hello. The hello packet is simply an
introduction that states, “Greetings! I am a new router on this network; is there anybody out there?” This packet is
transmitted on both of its ports and will be responded to by Routers B and C.
Once Router A receives a reply from Routers B and C, it creates a link state protocol (LSP) frame and transmits it
to Routers B and C. An LSP frame is a routing maintenance frame that contains the following information:

= The router's name or identification

= The networks it is attached to

= The hop count or cost of getting to each network

= Any other routers on each network that responded to its hello frame
Routers B and C would then make a copy of Router A’s LSP frame and forward the frame in its entirety along
through the network. Each router receiving Router A’s LSP frame would then copy the information and pass it

along. With link state routing, each router maintains a copy of every other router’s LSP frame. The router can use
this information to diagram the network and thus build routing tables. Because each LSP frame contains only the

page 42



Active Defense — A Comprehensive Guide to Network Security

route information that is local to each router that sent it, this network map is created strictly from firsthand
information. A router will simply fit the LSP puzzle pieces together until its network picture is complete.

Router A would then make an LSP frame request from either Router B or C. An LSP frame request is a query
requesting that the router forward a copy of all known LSP frames. Because each router has a copy of all LSP
frames, either router is capable of supplying a copy from every router on the network. This avoids making Router
A request this information from each router individually, thus saving bandwidth. Once an LSP network is up and
running, updates are only transmitted every two hours or whenever a change takes place (such as a router going
offline).

Convergence Time with Link State

Our link state network is up and running. Note that Routers B and C were not required to recompute their routing
tables. They simply added the new piece from Router A and continued to pass traffic. This is why convergence
time is nearly zero. The only change required of each router is to add the new piece to its tables. Unlike distance
vector, updates were not required in order to normalize the routing table. Router B did not need a second packet
from Router A, telling it what networks were available through Router C. Router B simply added Router A’s LSP
information to its existing table and was already aware of the links.

Recovering from a Router Failure in a Link State Environment

Let’s revisit Figure 3.9 to look at how link state routing reacts when a router goes offline. Again, for the purpose
of this example let’s assume that our routing protocol has been upgraded from distance vector to link state. Let’s
also assume that our routing tables have been created and that traffic is passing normally.

If Router C is shut down normally, it will transmit a maintenance frame (known as a dying gasp) to Router B,
informing it that it is about to go offline. Router B would then delete the copy of Router C’s LSP frame that it has
been maintaining and forward this information along to Router A. Both routers now have a valid copy of the new
network layout and realize that Network 4 is no longer reachable. If Router C is not brought down gracefully but
again dies a fiery death, there would be a short delay before Router B realizes that Router C is no longer
acknowledging packets sent to it. At this point Router B would realize that Router C is offline. It would then
delete Router C’s LSP frame from its table and forward the change along to Router A. Again, both systems have a
valid copy of the new network layout. Because we are dealing with strictly firsthand information, there are none of
the pesky count-to-infinity problems that we experienced with distance vector. Our router tables are accurate, and
our network is functioning with a minimal amount of updating. This allows link state to traverse a larger number
of network segments. The maximum is 127 hops, but this can be fewer, depending on the implementation.

Security with Link State Routing

Most link state routing protocols support some level of authenticating the source of dynamic route updates. While
it is not impossible to incorporate this functionality into distance vector routing, most distance vector routing
protocols predate the need to authenticate routing table updates. Authentication is an excellent means of insuring
that each router only accepts routing table updates from a trusted host. While authentication is not 100 percent
secure, it is a far cry from trusting every host on the wire.
For example, OSPF supports two levels of authentication: password and message digest. Password authentication
requires each router that will be exchanging route table information to be preprogrammed with a password. When
a router attempts to send OSPF routing information to another router, it includes the password string as
verification. Routers using OSPF will not accept route table updates unless the password string is included in the
transmission. This helps to insure that table updates are only accepted from trusted hosts.The drawback to this
authentication method is that the password is transmitted as clear text. This means that an attacker who is
monitoring the network with a packet analyzer can capture the OSPF table updates and discover the password. An
attacker who knows the password can use it to pose as a trusted OSPF router and transmit bogus routing table
information.
Message digest is far more secure in that it does not exchange password information over the wire. Each OSPF
router is programmed with a password and a key-ID. Prior to transmitting an OSPF table update, a router will
process the OSPF table information, password, and key-ID through an algorithm in order to generate a unique
message digest, which is attached to the end of the packet. The message digest provides an encrypted method of
verifying that the router transmitting the table can be considered a trusted host. When the destination router
receives the transmission, the destination router uses the password and key-ID it has been programmed with to
validate the message digest. If the message is authentic, the routing table update is accepted.
Tip While it is possible to crack the encryption used by OSPF, doing so takes time and
lots of processing power. This makes OSPF with message digest authentication an
excellent choice for updating dynamic routing information over insecure networks.

Connectionless and Connection-Oriented Communications
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We can now get our information from Point A to Point B, regardless of whether the systems are located on the
same logical network. This raises the question, “Once we get there, how do we carry on a proper conversation?”
This is where the transport layer comes in.

The transport layer is where we begin to set down the rules of communication etiquette. It’s not enough that we
can get this information from one system to another; we also have to insure that both systems are operating at the
same level of decorum.

As an analogy, let’s say you pull up to the finest restaurant in the city in your GMC Pacer and proceed to the front
door sporting your best set of leather chaps, Harley jacket, and bandanna. Once inside, you greet the maitre d” with
“Yo wimp, gimme a table and some grub, NOW!” Surprisingly, you’re escorted out of the restaurant at gunpoint.
What went wrong? Why, you employed improper etiquette, of course—everyone knows the correct term is not
“grub” but “escargot.”

You can avoid such verbal breakdown, as well as those in network communications, by insuring that all parties
involved are communicating at the same level of etiquette. There are two forms of network communication
etiquette:

= Connection-oriented

= Connectionless

Connection-Oriented Communications

A connection-oriented communication exchanges control information referred to as a handshake prior to
transmitting data. The transport layer uses the handshake to insure that the destination system is ready to receive
information. A connection-oriented exchange will also insure that data is transmitted and received in its original
order.

Modems are heavy users of connection-oriented communications, as they need to negotiate a connection speed
prior to sending any information. In networking, this functionality is accomplished through the use of a transport
layer field referred to as a flag in the IP and AppleTalk world or as a connection control field under IPX. Only
connection-oriented communications use these fields. When IP is the underlying routing protocol, TCP is used to
create connection-oriented communications. IPX uses SPX, and AppleTalk uses ATP to provide this functionality.
As a communication session is started, the application layer (not necessarily the program you are using) will
specify if it needs to use a connection-oriented protocol. Telnet is just such an application. When a telnet session is
started, the application layer will request TCP as its transport service in order to better insure reliability of the
connection. Let’s look at how this session is established to see how a handshake works.

The TCP Three-Packet Handshake

At your workstation you type in telnet thor.foobar.com to establish a remote connection to that system. As the
request is passed down through the transport layer, TCP is selected to connect the two systems so that a
connection-oriented communication can be established. The transport layer sets the synchronization (SYN) flag to
1 and leaves all other flags at 0. IP uses multiple flag fields and uses the binary system to set values. This means
that the only possible values of an IP flag are 1 and 0. IPX and AT use a hexadecimal value, as their frames only
contain one flag field. This allows the one field to contain more than two values.

By setting SYN to 1 and all other fields to 0, we let the system on the other end (thor.foobar.com) know that we
wish to establish a new communication session with the system. This request would then be passed down the
remaining layers, across the wire to the remote system, and then up through its OSI layers.

If the service is available on the remote system (more on services in a moment), the request is acknowledged and
sent back down the stack until it reaches the transport layer. The transport layer would then set the SYN flag to 1,
as did the originating system, but it will also set the acknowledgment (ACK) flag to 1. This lets the originating
system know that its transmission was received and that it’s OK to send data. The request is then passed down the
stack and over the wire back to the original system.

The original system would then set the SYN flag to 0 and the ACK flag to 1 and transfer this frame back to Thor.
This lets Thor know, “I’m acknowledging your acknowledgment and I’'m about to send data.” At this point, data
would be transferred, with each system being required to transmit an acknowledgment for each packet it receives.
Figure 3.10 shows a telnet session from the system Loki to the system Thor. Each line represents a different frame
that has been transmitted from one system to the other. Source and destination systems are identified, as well as
some summary information about the frame. Notice that the first three frames are identified as TCP frames, not
telnet, and that they perform the handshaking just described. Once TCP establishes the connection-oriented
connection, then telnet can step in to transfer the data required. The TCP frames that appear later in the
conversation are for acknowledgment purposes. As stated, with a connection-oriented protocol every frame must
be acknowledged. If the frame was a request for information, the reply can be in the form of delivering the
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required to acknowledge that the frame was received.
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Figure 3.10: An example of a connection-oriented communication

If you’re still a bit fuzzy on handshaking and connection-oriented communications, let’s look at an analogy. Let’s
say you call a friend to inform him you’ll be having a network Quake party on Saturday night and that he should
come by with his laptop. You follow these steps:

*= You dial your friend’s phone number (SYN=1, ACK=0).

= Your friend answers the phone and says, “Hello” (SYN=1, ACK=1).
* You reply by saying, “Hi, Fred, this is Dave” (SYN=0, ACK=1).

You would then proceed to transfer your data about your upcoming party. Every time you pause, Fred would
either transfer back information (“Yes, I'm free Saturday night.”) or send some form of acknowledgment (ACK)
to let you know he has not yet hung up.

When the conversation is complete, you would both tear down the connection by saying goodbye, which is a
handshake to let each other know that the conversation is complete and that it’s OK to hang up the phone. Once
you hang up, your connection-oriented communication session is complete.

The purpose of connection-oriented communications is simple. They provide a reliable communication session
when the underlying layers may be considered less than stable. Insuring reliable connectivity at the transport layer
helps to speed up communication when data becomes lost. This is because the data does not have to be passed all
the way up to the application layer before a retransmission frame is created and sent. While this is important in
modem communications, where a small amount of noise or a crossed line can kill a communication session, it is
not as useful with network-based communication. TCP and SPX originate from the days when the physical and
data-link layers could not always be relied on to successfully transmit information. These days, this is less of a
concern because reliability has increased dramatically from the earlier years of networking.

Connectionless Communications

A connectionless protocol does not require an initial handshake or acknowledgments to be sent for every packet.
When you use a connectionless transport, it makes its best effort to deliver the data but relies on the stability of the
underlying layers, as well as application layer acknowledgments, to insure that the data is delivered reliably. IP’s
User Datagram Protocol (UDP) and IPX’s NetWare Core Protocol (NCP) are examples of connectionless
transports. Both protocols rely on connectionless communications to transfer routing and server information, as
well. While AppleTalk does not utilize connectionless communication for creating data sessions, AppleTalk does
use it when advertising servers with its name binding protocol (NBP). Broadcasts are always transmitted using a
connectionless transport.

As an example of connectionless communications, check out the network file system (NFS) session in Figure 3.11.
NFS is a service that allows file sharing over IP. It uses UDP as its underlying transport protocol. Notice that all
data acknowledgments are in the form of a request for additional information. The destination system (Thor)
assumes that the last packet was received if the source system (Loki) requests additional information. Conversely,
if Loki does not receive a reply from Thor, NFS takes care of requesting the information again. As long as we
have a stable connection that does not require a large number of retransmissions, allowing NFS to provide error
correction is a very efficient method of communicating because it does not generate unnecessary
acknowledgments.
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Figure 3.11: NFS uses UDP to create a connectionless session.

Let’s look at another analogy to see how this type of communication differs from the connection-oriented one
described earlier. Again, let’s say you call Fred to invite him and his laptop to your network Quake party on
Saturday night. You call Fred’s number but this time get his answering machine. You leave a detailed message
indicating when the party will take place and what he should bring. Unlike the first call, which Fred answered, you
are now relying on
=  Your ability to dial the correct phone number, as you did not reach your friend to confirm
that this number was in fact his

= The fact that the phone company did not drop your phone connection in the middle of your
message (answering machines do not ACK—unless, of course, you talk until the beep cuts
you off)

= The answering machine’s proper recording of the message—without eating the tape

» The ability of Fred’s cat to discern between the tape and a ball of yarn

» The absence of a power failure (which would cause the machine to lose the message)
» Fred’s retrieval of this message between now and the date of the party

As you can see, you have no real confirmation that your friend will actually receive the message. You are counting
on the power company, the answering machine, and so on, to enable Fred to get your message in a timely manner.
If you wanted to insure the reliability of this data transmission you could send an application layer
acknowledgment request in the form of “Please RSVP by Thursday.” If you did not get a response by then, you
could try transmitting the data again.

So, which is a better transport to use: connectionless or connection-oriented? Unfortunately, the answer is
whichever one your application layer specifies. If telnet wants TCP, you cannot force it to use UDP.

Security Implications

One technology that has made good use of the flag field of connection-oriented communications is firewalls. A
firewall will use the information in the flag field to determine if a connection is inbound or outbound and, based
on its rule table, either accept or deny the connection.

For example, let’s say our firewall rules allow internal users access to the Internet but block external users from
accessing internal systems. This is a pretty common security policy. How do we accomplish this?

We cannot simply block all inbound traffic, because this would prohibit our internal users from ever receiving a
reply to their data requests. We need some method of allowing replies back in while denying external systems the
ability to establish connections with internal systems. The secret to this is our TCP flags.

Remember that a TCP-based session needs to handshake prior to sending data. If we block all inbound frames that
have the SYN field set to 1 and all other fields set to 0, we can prevent any external user from establishing a
connection with our internal system. Because these settings are only used during the initial handshake and do not
appear in any other part of the transmission, it is an effective way of blocking external users. If external users
cannot connect to an internal system, they cannot transmit data to or pull data from that system.
Note Many firewalls will deny all UDP connections—UDP does not have a flag field, and most
firewalls have no effective way of determining if the data is a connection request or a
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reply. This is what has made dynamic packet filtering firewalls so popular: they monitor
and remember all connection sessions. With dynamic packet filtering you can create a
filter rule that accepts UDP packets from an external host only when that host has been
previously queried for information using UDP. This insures that only UDP replies are
allowed back in past the firewall. While a packet filter or some proxy firewalls can only
effectively work with TCP connections, a dynamic packet filtering firewall can safely
pass UDP as well.

Network Services

We can now find our remote system and insure that both systems are using the same level of communications.
Now, how do we tell the server what we want? While computers are powerful tools—capable of processing many
requests per second—they still have a problem with the phrase, “You know what I mean?” This is why we need a
way to let a system know exactly what we want from it. It would be a real bummer to connect to a slick new Web
site only to have the server start spewing e-mail or routing information at you because it had no idea which of its
data you’re looking for.

To make sure the computer knows what you want from it, you need to look to the session layer.
Note You may remember from our discussion of the session layer that it is the layer responsible
for insuring that requests for service are formulated properly.
A service is a process or application that runs on a server and provides some benefit to a network user. E-mail is a
good example of a value-added service. A system may queue your mail messages until you connect to the system
with a mail client in order to read them. File and print sharing are two other common examples of network
services.

Services are accessed by connecting to a specific port or socket. Think of ports as virtual mail slots on the system
and you’ll get the idea. A separate mail slot (port number) is designated for each service or application running on
the system. When a user wishes to access a service, the session layer is responsible for insuring that the request
reaches the correct mail slot or port number.

On a UNIX or NT system, IP port numbers are mapped to services in a file called (oddly enough) services. An
abbreviated output of a services file is shown in Table 3.6. The first column identifies the service by name, while
the second column identifies the port and transport to be used. The third column is a brief description of the
functionality provided by the service. Table 3.6 is only a brief listing of IP services. More information can be
found in request for comment (RFC) 1700.

Table 3.6: An Abbreviated Services File
Name of Service Port Functionality
and
Transp
ort
ftp-data 20/tcp Used to
transfer
actual file
information
ftp 21/tcp Used to
transfer
session
commands
telnet 23/tcp Creates a
remote
session
smtp 25/tcp E-mail
delivery
whois 43/tcp Internic
domain
name lookup
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Table 3.6: An Abbreviated Services File
Name of Service Port Functionality
and
Transp
ort
domain 53/tcp Domain
name
queries
domain 53/udp DNS zone
transfers
‘ bootps ‘ 67/udp | bootp server
‘ bootpc ‘ 68/udp | bootp client
pop3 110/tcp PostOffice
V.3
nntp 119/tcp Network
News
Transfer
ntp 123/tcp Network
Time
Protocol
ntp 123/udp Network
Time
Protocol
‘ netbios-ns ‘ 137/tcp | nbns
‘ netbios-ns ‘ 137/udp | nbns
‘ netbios-dgm ’ 138/tcp | nbdgm
‘ netbios-dgm ‘ 138/udp | nbdgm
‘ netbios-ssn ’ 139/tcp | nbssn
snmp 161/udp Simple
Network
Managemen
t protocol
snmp-trap 162/udp Simple
Network
Managemen
t protocol
Note These port numbers are not UNIX-specific. For example, any operating system using

SMTP should use port 25.
According to the file summarized in Table 3.6, any TCP request received on port 23 is assumed to be a telnet
session and is passed up to the application that handles remote access. If the requested port is 25, it is assumed that
mail services are required and the session is passed up to the mail program.
The file in Table 3.6 is used on UNIX systems by a process called the Internet daemon (inetd). Inetd monitors
each of the listed ports on a UNIX system and is responsible for waking up the application that provides services
to that port. This is an efficient means of managing the system for infrequently accessed ports. The process is only
active and using system resources (memory, CPU time, and so on) when the service is actually needed. When the
service is shut down, the process returns to a sleep mode, waiting for inetd to call on it again.
Applications that receive heavy use should be left running in a constant listening mode. For example, Web server
access usually uses port 80. Note that it is not listed in the services file in Table 3.6 as a process to be handled by
inetd. This is because a Web server may be called upon to service many requests in the course of a day. It is more
efficient to leave the process running all the time than to bother inetd every time you receive a page request.
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All of these port numbers are referred to as well-known ports. Well-known ports are de facto standards used to
insure that everyone can access services on other machines without needing to guess which port number is used by
the service. For example, there is nothing stopping you from setting up a Web server on port 573, provided that the
port is not in use by some other service. The problem is that most users will expect the service to be available on
port 80 and may be unable to find it. Sometimes, however, switching ports may be done on purpose—we will look
at that in just a minute.

Note De facto standard means that it is a standard by popularity; it is not a rule or law.

Ports 0-1023 are defined by the Internet Assigned Numbers Authority (IANA) for most well-known services.
While ports have been assigned up to 7200, the ports below 1024 make up the bulk of Internet communications.
These assignments are not hard-and-fast rules; rather, they are guides to insure that everyone offers public services
on the same port. For example, if you want to access Microsoft’s Web page you can assume it offers the service on
port 80, because this is the well-known port for that service.

When a system requests information, it not only specifies the port it wishes to access but also which port should be
used when returning the requested information. Port numbers for this task are selected from 1024 to 65535 and are
referred to as upper port numbers.

To illustrate how this works, let’s revisit our telnet session in Figure 3.10. When Loki attempts to set up a telnet
session with Thor, it will do so by accessing port 23 on Thor (port 23 is the well-known service port for telnet). If
we look at frame number 2, we see that Thor is sending the acknowledgment (ACK) back on port 1042. This is
because the session information in the original frame that Loki sent Thor specified a source port of 1042 and a
destination port of 23. The destination port identified where the frame was going (port 23 on Thor), while the
source port identified which port should be used when sending replies (port 1042 on Loki). Port 23 is our well-
known service port, while port 1042 is our upper port number used for the reply.

Upper reply ports are assigned on the fly. It is nearly impossible to predict which upper port a system will request

information to be received on, as the ports are assigned based on availability. It is for this reason that packet filters
used for firewalling purposes are sometimes incorrectly set up to leave ports above 1023 open all the time in order
to accept replies.

This leads to one of the reasons why a port other than a well-known port may be used to offer a service. A savvy
end user who realizes that a packet filter will block access to the Web server running on her system may assign the
service to some upper port number like 8001. Because the connection will be made above port 1023, it may not be
blocked. The result is that despite your corporate policy banning internal Web sites and a packet filter to help
enforce it, this user can successfully advertise her Web site provided she supplies the port number (8001) along
with the universal resource locator (URL). The URL would look similar to this:

http://thor.foobar.com:8001

The :8001 tells your Web browser to access the server using port 8001 instead of 80. Because most packet filters
have poor logging facilities, the network administrator responsible for enforcing the policy of "no internal Web
sites" would probably never realize it exists unless he stumbles across it.

Tip The next time your boss accuses you of wasting time by cruising the Web, correct her by
replying, “I am performing a security audit by attempting to pursue links to renegade
internal sites which do not conform to our corporate security policy. This activity is
required due to inefficiencies in our firewalling mechanism.” If you’re not fired on the spot,
quickly submit a PO for a new firewall while the event is fresh in the boss’ mind.

Speaking of switching port numbers, try to identify the session in Figure 3.12. While the session is identified as a
Simple Mail Transfer Protocol (SMTP), it is actually a telnet session redirected to port 25 (the well-known port for
SMTP). We’ve fooled the analyzer recording this session into thinking that we simply have one mail system
transferring mail to another. Most firewalls will be duped in the same fashion because they use the destination port
to identify the session in progress—they do not look at the actual applications involved. This type of activity is
usually analogous to someone spoofing or faking a mail message. Once I’ve connected to the remote mail system,
I’m free to pretend the message came from anywhere. Unless the routing information in the mail header is checked
(most user-friendly mail programs simply discard this information), the actual origin of this information cannot be
traced.
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Figure 3.12: While this looks like a normal transfer of mail, it is actually someone spoofing a mail message

to the destination system.
Such spoofing is what has made intrusion detection systems (IDS) so popular—they can be programmed to catch
this type of activity. Look at Figure 3.12 again, but this time check out the frame size used by the transmitting
system. Notice that the largest frame sent is 122 bytes. This indicates a telnet session, as telnet requires that each
character typed be acknowledged. Had this been an actual mail system transferring data, we would have seen
packet sizes closer to 1,500 bytes, because SMTP does not require that only a single character be sent in every
frame. A good IDS can be tuned to identify such inconsistencies.
Figure 3.13 shows the final output of this spoofing session. Without the header information, I might actually
believe this message came from bgates@microsoft.com. The fact that the message was never touched by a
mail system within the Microsoft domain indicates that it is a phony. I’ve used this example in the past when
instructing Internet and security classes. Do not believe everything you read, especially if it comes from the
Internet!

Feom Bgatesimicrosain.com Wed Feb 5 18:42:21 1097
Feturm-Fathi <bgatesfimicroscit oom:
Beceived: from loki.foobar.com |leki.fosbar.com [10.2.2.20))
by thor.fookar.com (B.8.4/8.8.4] wvith 3ETP
td QLLOOSET for choentondebor,foobar,com: Wed, 5 Feb 1997 14:41:04 -0500
Date! Bed, 5 Feb 1997 1&:4iv0d4 -0500
From: bgateslmicromctt.com (Dill Gates)

Hessage=-Td: <199T0T0EL 141, QRADDSE T tho « £oobar - Com

Maljest: Cuake Party

Srarus: B

The party sounfds Sool! 1'1] beisd the PFE's and the chesefe wig!

Latee ...

Figure 3.13: The output from our spoofed mail message
Port numbers are also used to distinctly identify similar sessions between systems. For example, let’s build on
Figure 3.10. We already have one telnet session running from Loki to Thor. What happens if four or five more
sessions are created? All sessions have the following information in common:

Source IP address: 10.2.2.20 (loki.foobar.com)
Destination IP address: 10.2.2.10 (thor.foobar.com)

Destination port: 23 (well-known port for telnet)

The source ports will be the only distinctive information that can be used to identify each individual session. Our
first connection has already specified a source port of 1042 for its connection. Each sequential telnet session that is
established after that would be assigned some other upper port number to uniquely identify it. The actual numbers
assigned would be based upon what was not currently being used by the source system. For example, ports 1118,
1398, 4023, and 6025 may be used as source ports for the next four sessions. The actual reply port number does
not really matter; what matters is that it can uniquely identify that specific session between the two systems. If we
were to monitor a number of concurrent sessions taking place, the transaction would look similar to Figure 3.14.
Now we see multiple reply ports in use to identify each session.
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Figure 3.14: Multiple telnet sessions in progress between Loki and Thor
IP is not the only protocol to use ports. AppleTalk and IPX also use ports, which are referred to as sockets. Unlike
IP and AT, which use decimal numbers to identify different ports, IPX uses hexadecimal numbers. Well-known
and upper ports function the same with AppleTalk and IPX as they do with IP. AppleTalk and IPX simply do not
have as many services defined.

File Transfer Protocol (FTP): The Special Case

In all of our examples so far, the source system would create a single service connection to the destination system
when accessing a specific service. Unless multiple users requested this service, only a single connection session
was required.

FTP is used to transfer file information from one system to another. FTP uses TCP as its transport and ports 20
and 21 for communication. Port 21 is used to transfer session information (username, password, commands), while
port 20 is referred to as the data port and is used to transfer the actual file.

Figure 3.15 shows an FTP command session between two systems (Loki is connecting to Thor). Notice the three-
packet TCP handshake at the beginning of the session, which was described in the discussion on connection-
oriented communications earlier in this chapter. All communications are using a destination port of 21, which is
simply referred to as the FTP port. Port 1038 is the random upper port used by Loki when receiving replies. This
connection was initiated by Loki at port 1038 to Thor at port 21.
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Figure 3.15: An FTP command session between two systems
Figure 3.16 shows Loki initiating a file transfer from Thor. Lines 7, 8, and 9 show the TCP three-packet

handshake. Lines 10 through 24 show the actual data transfer.
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Figure 3.16: An FTP data session
This is where things get a bit weird. Loki and Thor still have an active session on ports 1038 and 21, as indicated
in Figure 3.15. Figure 3.16 is a second, separate session running parallel to the one shown in Figure 3.15. This

second session is initiated in order to transfer the actual file or data.
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There is something else a bit odd about this connection: look closely at line number 7. Thor—not Loki—is
actually initiating the TCP three-packet handshake in order to transfer the file information. While Loki was

responsible for initiating the original FTP command session to port 21, Thor is actually the one initiating the FTP
data session.

This means that in order to support FTP sessions to the Internet, we must allow connections to be established from
Internet hosts on port 20 to our internal network. If our firewall device does not allow us to define a source port for

inbound traffic (which some do not), we must leave all ports above 1023 completely open! Not exactly the most
secure security stance.

Passive FTP

There is also a second type of FTP transfer known as passive FTP (PASV FTP). Passive FTP is identical to
standard FTP in terms of sending commands over port 21. The difference between PASV FTP and standard FTP
lies in how the data session gets initiated. PASV FTP is the mode supported by most Web browsers.
Before transferring data, a client can request PASV mode transmission. If the FTP server acknowledges this
request, the client is allowed to initiate the TCP three-packet handshake, instead of the server. Figure 3.17 shows a
capture of two systems using PASV FTP. Packet 21 shows “This workstation” (or FTP client) requesting that
PASV FTP be used. In packet 22, the FTP server responds, stating that PASV mode is supported.
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Figure 347: A passive mode FTP session

Notice what occurs in packet 23. Our FTP client initiates the TCP three-packet handshake in order to transfer data.
This fixes one problem but causes another. Since the client initiates the session, we can now close inbound access
from port 20. This lets us tighten up our inbound security policy a bit. Note that to initiate this passive session,
however, the client is using a random upper port number for the source and destination. This means that the port
the client will use to transfer data can and will change from session to session. This also means that in order to
support PASV FTP, I must allow outbound sessions to be established on all ports above 1023. Not a very good
security stance if you are looking to control outbound Internet access (such as a policy forbidding Internet Quake
games).

As if all this were not enough to deal with, administrators can run into another problem with FTP when they use a
firewall or network translation (NAT) device. The problem revolves around the fact that FTP uses two separate
sessions.
Note NAT allows you to translate IP addresses from private numbers to legal numbers. This is
useful when the IP addresses you are using on your network were not assigned to you by
your ISP. We will talk more about NAT when we discuss firewalls in Chapter 5.

While I am transferring a large file over the Internet (let’s say the latest 60MB patch file from Microsoft), my
control session to port 21 stays quiet. This session is not required to transmit any information during a file transfer
until the transfer is complete. Once it is complete, the systems acknowledge over the control session that the file
was in fact received in its entirety.

If it has taken a long time to transfer the file (say, over an hour), the firewall or NAT device may assume that the
control session is no longer valid. Since it has seen no data pass between the two systems for a long period of time,
the device assumes that the connection is gone and purges the session entry from its tables. This is a bad thing—
once the file transfer is complete, the systems have no means to handshake to insure the file was received. The
typical symptom of this problem is that the client transferring or receiving the file hangs at 99 percent complete.

page 52



Active Defense — A Comprehensive Guide to Network Security

Luckily, most vendors make this timeout setting adjustable. If you are experiencing such symptoms, check your
firewall or NAT device to see if it has a TCP timeout setting. If so, simply increase the listed value. Most systems
default to a timeout value of one hour.

Other IP Services

Many application services are designed to use IP as a transport. Some are designed to aid the end user in
transferring information, while others have been created to support the functionality of IP itself. Some of the most
common services are described below, including the transport used for data delivery and the well-known port
number assigned to the service.

Boot Protocol (bootp) and Dynamic Host Configuration Protocol
(DHCP)

There are three methods of assigning IP addresses to host systems:
Manual The user manually configures an IP host to use a specific address.
Automatic A server automatically assigns a specific address to a host during startup.

Dynamic A server dynamically assigns free addresses from a pool to hosts during startup.

Manual is the most time-consuming but the most fault tolerant. It requires that each IP host be configured with all
the information the system requires to communicate using IP. Manual is the most appropriate method to use for
systems that must maintain the same IP address or systems that must be accessible even when the IP address
server may be down. Web servers, mail servers, and any other servers providing IP services are usually manually
configured for [P communications.

Bootp supports automatic address assignment. A table is maintained on the bootp server that lists each host’s
MAC number. Each entry also contains the IP address to be used by the system. When the bootp server receives a
request for an IP address, it references its table and looks for the sending system’s MAC number, returning the
appropriate IP address for that system. While this makes management a little simpler, because all administration
can be performed from a central system, the process is still time-consuming, because each MAC address must be
recorded. It also does nothing to free up IP address space that may not be in use.

DHCEP supports both automatic and dynamic IP address assignments. When addresses are dynamically assigned,

the server issues IP addresses to host systems from a pool of available numbers. The benefit of a dynamic

assignment over an automatic one is that only the hosts that require an IP address have one assigned. Once

complete, the IP addresses can be returned to the pool to be issued to another host.

Note The amount of time a host retains a specific IP address is referred to as the lease period. A

short lease period insures that only systems requiring an IP address have one assigned.
When IP is only occasionally used, a small pool of addresses can be used to support a
large number of hosts.

The other benefit of DHCP is that the server can send more than just address information. The remote host can
also be configured with its host name, default router, domain name, local DNS server, and so on. This allows an
administrator to remotely configure IP services to a large number of hosts with a minimal amount of work. A
single DHCP server is capable of servicing multiple subnets.

The only drawbacks with DHCP are
» Increased broadcast traffic (clients send an all-networks broadcast when they need an
address)

» Address space stability if the DHCP server is shut down

On many systems, the tables that track who has been assigned which addresses are saved in memory only. When
the system goes down, this table is lost. When you restart the system, IP addresses may be assigned to systems that
were already leased to another system prior to the shutdown. If this occurs, you may need to renew the lease on all
systems or wait until the lease time expires.
Note Both bootp and DHCP use UDP as their communication transport. Clients transmit
address requests from a source port of 68 to a destination port of 67.
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Domain Name Services (DNS)

DNS is responsible for mapping host names to IP addresses and vice versa. It is the service that allows you to
connect to Novell’s Web server by entering www.novell. com, instead of having to remember the system’s IP
address. All IP routing is done with addresses, not names. While IP systems do not use names when transferring
information, names are easier for people to remember; DNS was developed to make reaching remote systems that
much easier. DNS allows a person to enter an easy-to-remember name while allowing the computer to translate
this into the address information it needs to route the requested data.

DNS follows a hierarchical, distributed structure. No single DNS server is responsible for keeping track of every
host name on the Internet. Each system is responsible for only a portion of the framework.

Figure 3.18 shows an example of how DNS is structured. Visually it resembles a number of trees strapped to a
pole and hanging upside down. The pole is not meant to represent the backbone of the Internet; it simply indicates
that there is DNS connectivity between the different domains. The systems located just below the pole are referred
to as the root name servers. Each root name server is responsible for one or more top-level domains. Examples of
top-level domains are the .com, .edu, .org, .mil, or .gov found at the end of a domain name. Every domain that
ends in .com is said to be part of the same top-level domain.
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Figure 3.18: A visual representation of the hierarchical structure of DNS

The root name servers are responsible for keeping track of the DNS servers for each subdomain within a top-level
domain. They do not know about individual systems within each subdomain, only the DNS servers that are
responsible for them. Each subdomain DNS server is responsible for tracking the IP addresses for all the hosts
within its domain.

Let’s walk through an example to see how it works. Let’s say you’re part of the foobar.com domain. You are
running a Web browser and have entered the following URL:

http://www.sun.com

Your system will first check its DNS cache (if it has one) to see if it knows the IP address for www . sun. com. If
it does not, it forms a DNS query (a DNS query is simply a request for IP information) and asks one of the DNS
servers within the foobar.com domain for the address. Let’s assume the system it queries is ns.foobar.com.

If ns.foobar.com does not have this information cached, it also forms a DNS query and forwards the request to the
root name server responsible for the top-level domain .com, because this is where the Sun domain is located.

The root name server will consult its tables and form a reply similar to this: “I do not know the IP address for
www . sun . com. I do, however, know that ns.sun.com is responsible for all the hosts within the sun . com
domain. Its IP address is 10.5.5.1. Please forward your query to that system." This reply is then sent to
ns.foobar.com.

Ns.foobar.com now knows that if it needs to find a system with the sun . com domain, it needs to ask ns.sun.com.
Ns.foobar.com caches this name server information and forwards the request to ns.sun.com.

Ns.sun.com will in turn consult its tables and look up the IP address for www . sun . com. Ns.sun.com will then
forward the IP address to ns.foobar.com. Ns.foobar.com will then cache this address and forward the answer to
your system. Your system can now use this IP address information to reach the remote Web server.

If you think that there is a whole lot of querying going on, then you have a good understanding of the process. The
additional traffic is highly preferable, however, to the amount of overhead that would be required to allow a single
system to maintain the DNS information for every system on the Internet.
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As you may have noticed, DNS makes effective use of caching information during queries. This helps to reduce
traffic when looking up popular sites. For example, if someone else within foobar.com now attempted to reach
www . sun . com, the I[P address for this system has been cached by ns.foobar.com. It can now answer this query
directly.

The amount of time that ns.foobar.com remembers this information is determined by the time to live (TTL) set for
this address. The TTL is set by the administrator responsible for managing the remote name server (in this case
ns.sun.com). If www. sun. com is a stable system, this value may be set at a high value, such as 30 days. If it is
expected that the IP address for www . sun . com is likely to change frequently, the TTL may be set to a lower
value, such as a few hours.

Caveats about the TTL Settings

Let’s look at an example to see why it is important to properly manage your TTL settings. Let’s say the mail relay
for foobar.com is run from the system mail.foobar.com. Let’s also assume that a high TTL value of 30 days has
been set in order to reduce the number of DNS queries entering the network from the Internet. Finally, let’s
assume that your network has changed ISPs and you have been assigned a new set of IP numbers to use when
communicating with the Internet.

The network is readdressed, and the changeover takes place. Immediately users begin to receive phone calls from
people saying that mail sent to their address is being returned with a delivery failure notice. The failure is
intermittent—some mail gets through, while other messages fail.

What went wrong? Since the TTL value has been set for 30 days, remote DNS servers will remember the old IP
address until the TTL expires. If someone sent mail to the foobar.com domain the day before the changeover, it
may be 30 days before their DNS server creates another query and realizes that the IP address has changed!
Unfortunately, the domains most likely affected by this change are the ones you exchange mail with the most.

There are two ways to resolve this failure:
1. Ignore it and hide under your desk. Once the TTL expires, mail delivery will return to
normal.

2. Contact the DNS administrator for each domain you exchange mail with and ask
them to reset their DNS cache. This will force the remote system to look up the
address the next time a mail message must be sent. This option is not only
embarrassing—it may be impossible when dealing with large domains such as AOL
or CompusServe.

Avoiding this type of failure takes some fundamental planning. Simply turn down the TTL value to an extremely
short period of time (like one hour) at least 30 days prior to the changeover. This forces remote systems to cache
the information for only a brief amount of time. Once the changeover is complete, the TTL can be adjusted back

up to 30 days to help reduce traffic. Thirty days is a good TTL value for systems that are not expected to change

their host name or address.

Note DNS
uses
TCP
and
UDP
transp
orts
when
comm
unicati
ng.
Both
use a
destina
tion
port of
53.
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Hypertext Transfer Protocol (HTTP)

HTTP is used in communications between Web browsers and Web servers. It differs from most services in that it
does not create and maintain a single session while a user is retrieving information from a server. Every request
for information—text, graphics, or sound—creates a separate session, which is terminated once that request is
completed. A Web page with lots of graphics needs to have multiple simultaneous connections created in order to
be loaded onto a browser. It is not uncommon for a Web browser to create 10, 20, or even 50 sessions with a Web
server just to read a single page.

Since version 1.0, HTTP has included Multimedia Internet Mail Extensions (MIME) to support the negotiation of
data types. This has helped HTTP to become a truly cross-platform service, since MIME allows the Web browser
to inform the server what type of file formats it can support. MIME also allows the server to alert the Web browser
as to what type of data it is about to receive. This allows the browser to select the correct, platform-specific
viewing or playing software for the data it is about to receive.

Note HTTP uses the TCP transport and a destination port of 80 when communicating.

Post Office Protocol (POP)

Post Office Protocol is typically used when retrieving mail from a UNIX shell account. It allows a user to read her
mail without creating a telnet connection to the system. When you dial in to your ISP in order to retrieve your
mail, you are typically using the POP protocol in order to retrieve mail from a UNIX system.

When a UNIX user receives an e-mail message, it is typically stored in the /var/spool/mail directory. Normally this
message could be retrieved remotely by telnetting to the system and running the mail command. While it is a
useful utility, mail does not have much of a user interface. To the inexperienced user, the commands can seem
cryptic and hard to remember.

POP allows a user to connect to the system and retrieve her mail using her username and password. POP does not
provide shell access; it simply retrieves any mail messages the user may have pending on the system.

There are a variety of mail clients available that support POP (POP3 is the latest version), so the user has a good
amount of freedom to choose the e-mail client she likes best.

When using POP3, the user has the option to either leave her messages up on the POP server and view them
remotely (online mail) or download the messages to the local system and read them offline (offline mail). Leaving
the messages on the server allows the system administrator to centrally back up everyone’s mail when backing up
the server. The drawback, however, is that if the user never deletes her messages (I’ve seen mailboxes with over
12,000 messages), the load time for the client can be excruciatingly long. Because a copy of each message is left
up on the server, all messages must be downloaded every time the client connects.

The benefit of using the POP client in offline mode is that local folders can be created to organize old messages.
Because messages are stored locally, the load time for many messages is relatively short. This can provide a
dramatic improvement in speed when the POP server is accessed over a dial-up connection. Note that only local
folders can be used. POP3 does not support the use of global or shared folders. The downside to offline mode is
that each local system must be backed up to insure recovery in the event of a drive failure. Most POP clients
operate in offline mode.

One of POP3’s biggest drawbacks is that it does not support the automatic creation of global address books. Only
personal address books can be used. For example, if your organization is using a POP3 mail system, you have no
way of automatically viewing the addresses of other users on the system. This leaves you with two options:
= You can manually discover the other addresses through some other means and add
them to your personal address book.

* You can require that the system administrator generate a list of e-mail addresses on the
system and e-mail this list to all users. Each user can then use the file to update his or
her personal address book.

Neither option is particularly appealing, so POP is best suited for the home Internet user who does not need
sharable address books or folders. For business use, the IMAP4 protocol (discussed in the next section) is more
appropriate.

When a message is delivered by a POP3 client, the client forwards the message either back to the POP server or on

to a central mail relay. Which of these is performed depends on how the POP client is configured. In either case,
the POP client uses Simple Mail Transfer Protocol (SMTP, discussed in an upcoming section) when delivering
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new messages or replies. This forwarding system, not the POP client, is ultimately responsible for the delivery of
the message.

By using a forwarding mail relay, the POP client can disconnect from the network before the message is delivered
to its final destination. While most SMTP messages are delivered very quickly (in less than one second), a busy
mail system can take 10 minutes or more to accept a message. Using a forwarding system helps to reduce the
amount of time a remote POP client is required to remain dialed in.

If the mail relay encounters a problem (such as a typo in the recipient’s e-mail address) and the message cannot be
delivered, the POP client will receive a delivery failure notice the next time it connects to the POP server.
Note POP3 uses TCP as a transport and communicates using a destination port of 110.

Internet Message Access Protocol, Version 4 (IMAP4)

IMAP was designed to be the next evolutionary step from the Post Office Protocol. While it has the same features
as POP, it includes many more, which allow it to scale more easily in a workgroup environment.

As with POP3, the user has the option to either leave messages up on the server and view them remotely (online
mail) or download the messages to the local system and read them offline (offline mail). IMAP, however, supports
a third connection mode referred to as disconnected.

In online mode, all messages are stored on the IMAP server. While it can be time-consuming to start up a POP
mail client in online mode if many messages are involved, IMAP avoids this problem through the use of flags.

As you’ve seen, when a POP client connects to a POP server, the client will simply authenticate and begin to
download messages. All messages on the server are considered to be new and unread, which means that the user’s
entire inbox must be transferred before messages can be viewed or read. When an IMAP client connects to an
IMAP server, however, it authenticates and checks the flag status on existing messages. Flagging allows a
message to be marked as “seen,” “deleted,” or “answered.” This means that an IMAP client can be configured to
collect only messages that have not been seen, avoiding the transfer of the entire mailbox.
In offline mode, connection time can be reduced through the use of previewing. Previewing allows the user to scan
the header information of all new messages without actually transferring them to her local system. If the user is
looking to remotely retrieve only a specific message, she can choose which messages to receive and which
messages to leave on the server as unread. The user can also delete messages based upon the header information or
file size without having to transfer them to the local system first. This can be a real time-saver if you usually
retrieve your mail remotely and you receive a lot of unsolicited advertisements.
IMAP includes a third connection mode not supported by POP, referred to as disconnected. (Someone certainly
had a twisted sense of humor when they called it that—you can just see the poor support people pulling their hair
out over this one: “I disconnected my computer just like the instructions said, so how come I can’t see my mail?”’)
When a remote IMAP client is operating in disconnected mode, it retrieves only a copy of all new messages. The
originals are left up on the IMAP server. The next time the client connects to the system, the server is
synchronized with any changes made to the cached information. This mode has a few major benefits:

=  Connection time is minimized, reducing network traffic and/or dial-in time.

= Messages are centrally located so they can be backed up easily.

» Because all messages are server-based, mail can be retrieved from multiple clients
and/or multiple computers.

The last benefit is extremely useful in an environment where people do not always work from the same computer.
For example, an engineer who works from home a few days a week can easily keep his mail synchronized
between his home and work computers. When working in offline mode, as most POP clients do, mail retrieved by
the engineer’s work system would not be viewable on his home system. An IMAP client does not have this
limitation.

Another improvement over POP is that IMAP supports the writing of messages up to the server. This allows a user
to have server-based folders instead of just local ones. These folders can be synchronized in disconnect mode, as
well.

IMAP also supports group folders. This allows mail users to have bulletin board areas where messages can be
posted and viewed by multiple people. This functionality is similar to news under NNTP (a description of NNTP
and news follows). Group folders provide an excellent means of sharing information. For example, the Human
Resources department could set up a group folder for corporate policy information. This would reduce the need to
create printed manuals.
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Tip If you are using IMAP or if your current e-mail system supports group folders, create one
entitled computer support or something similar. In it you can post messages providing
support for some of your most common support calls. This can help reduce the number of
support calls received and provide the user with written directions about how to work
through a problem. You can even add screen captures, which can make resolving the
problem much easier than walking through it over the phone would.

IMAP has been designed to integrate with the Application Configuration Access Protocol (ACAP). ACAP is an
independent service that allows a client to access configuration information and preferences from a central
location. Support for ACAP enhances the portability of IMAP even further.

For example, our engineer who works from home a few days a week could also store his personal address book
and configuration information up on the server, as well. If he is at work and adds a new name and e-mail address
to his address book, that name would be available when he is using his home system. This would not be true with
POP where each client has a separate address book saved on each local system. ACAP also insures that any
configuration changes would take effect on both systems.

ACAP provides mail administrators some control to set up corporate standards for users when accessing mail. For
example, the administrator can set up a global address book that everyone could access.
Note IMAP uses TCP as a transport with a destination port of 143.

Network File System (NFS)

NFS provides access to remote file systems. The user can access the remote file system as if the files were located
on the local system. NFS provides file access only. This means that other functionality such as processor time or
printing must be provided by the local system.

NFS requires configuration changes on both the server and the client. On the server, the file system to be shared
must first be exported. This is done by defining which files are to be made sharable. This can be a single directory
or an entire disk. You must also define who has access to this file system.

On the client side, the system must be configured to mount the remote file system. On a UNIX machine this is
done by creating an entry in the system’s /etc/fstab file, indicating the name of the remote system, the file system
to be mounted, and where it should be placed on the local system. In the UNIX world, this is typically a directory
structure located under a directory. In the DOS world, the remote file system may be assigned a unique drive
letter. DOS and Windows require third-party software in order to use NFS.

While it offers a convenient way to share files, NFS suffers from a number of functional deficiencies. File transfer
times are slow when compared to FTP or NetWare’s NCP protocol. NFS has no file-locking capability to insure
that only one user can write to a file. As if this were not bad enough, NFS makes no assurances that the
information has been received intact. I’ve seen situations where entire directories have been copied to a remote
system using NFS and have become corrupted in transit. Because NFS does not check data integrity, the errors
were not found until the files were processed.

Note NFS uses the UDP transport and communicates using port 2049.

Network News Transfer Protocol (NNTP)

NNTP is used in the delivery of news. News is very similar in functionality to e-mail, except messages are
delivered to newsgroups, not end users. Each newsgroup is a storage area for messages that follow a common
thread or subject. Instead of a mail client, a news client is used to read messages that have been posted to different
subject areas.

For example, let’s say you are having trouble configuring networking on your NetWare server. You could check
out the messages that have been posted to the newsgroup comp.os.netware.connectivity to see if anyone else has
found a solution to the same problem. There are literally tens of thousands of newsgroups on a wide range of
subjects. My own personal favorites are

comp.protocols
alt.clueless

alt.barney.dinosaur.die.die.die

In order to read news postings, you must have access to a news server. News servers exchange messages by
relaying any new messages they receive to other servers. The process is a bit slow: it can take three to five days for
a new message to be circulated to every news server.
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News is very resource intensive. It’s not uncommon for a news server to receive several gigabits of information
per week. The processes required to send, receive, and clean up old messages can eat up a lot of CPU time, as
well.
News has dwindled in appeal over the last few years due to an activity known as spamming. Spamming is the
activity of posting unsolicited or off-subject messages. For example, at the time of this writing
comp.os.netware.connectivity contains 383 messages. Of these, 11 percent are advertisements for get-rich-quick
schemes, 8 percent are ads for computer-related hardware or services, 6 percent are postings describing the
sender’s opinion on someone or something using many superlatives, and another 23 percent are NetWare-related
but have nothing to do with connectivity. This means that only slightly more than half the postings are actually on-
topic. For some groups the percentages are even worse.

Note NNTP uses TCP as a transport and port 119 for all communications.

NetBIOS over IP

NetBIOS over IP is not a service per se, but it does add session layer support to enable the encapsulation of
NetBIOS traffic within an IP packet. This is required when using Windows NT or Samba, which use NetBIOS for
file and printer sharing. If IP is the only protocol bound to an NT server, it is still using NetBIOS for file sharing
via encapsulation.

Samba is a suite of programs that allows UNIX file systems and printers to be accessed as shares. In effect, this
makes the UNIX system appear to be an NT server. Clients can be other UNIX systems (running the Samba client)
or Windows 95/98/NT/2000 systems. The Windows clients do not require any additional software, because they
use the same configuration as when they are communicating with an NT/2000 server.

The source code for Samba is available as freeware on the Internet. More than 15 different flavors of UNIX are
supported.
Note When NetBIOS is encapsulated within IP, both TCP and UDP are used as a transport. All
communications are conducted on ports 137-139.

Simple Mail Transfer Protocol (SMTP)

SMTP is used to transfer mail messages between systems. SMTP uses a message-switched type of connection:
each mail message is processed in its entirety before the session between two systems is terminated. If more than
one message must be transferred, a separate session must be established for each mail message.

SMTP is capable of transferring ASCII text only. It does not have the ability to support rich text or transfer binary
files and attachments. When these types of transfers are required, an external program is needed to first translate
the attachment into an ASCII format.

The original programs used to provide this functionality were uuencode and uudecode. A binary file would first be
processed by uuencode to translate it into an ASCII format. The file could then be attached to a mail message and
sent. Once received, the file would be processed through uudecode to return it to its original binary format.

Uuencode/uudecode has been replaced by the use of MIME. While MIME performs the same translating duties, it
also compresses the resulting ASCII information. The result is smaller attachments, which produce faster message
transfers with reduced overhead. Apple computers use an application called Binhex, which has the same
functionality as MIME. MIME is now supported by most UNIX and PC mail systems.

Uuencode/uudecode, Binhex, and MIME are not compatible. If you can exchange text messages with a remote
mail system but attachments end up unusable, you are probably using different translation formats. Many modern
mail gateways provide support for both uuencode/uudecode and MIME to eliminate such communication
problems. Some even include support for Binhex.
Note SMTP uses the TCP transport and destination port 25 when creating a communication
session.

Simple Network Management Protocol (SNMP)
SNMP is used to monitor and control network devices. The monitoring or controlling station is referred to as the
SNMP management station. The network devices to be controlled are required to run SNMP agents. The agents
and the management station work together to give the network administrator a central point of control over the
network.
Note The SNMP agent provides the link into the networking device. The device can be a
manageable hub, a router, or even a server. The agent uses both static and dynamic
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information when reporting to the management station.
The static information is data stored within the device in order to identify it uniquely. For example, the
administrator may choose to store the device’s physical location and serial number as part of the SNMP static
information. This makes it easier to identify which device you’re working with from the SNMP management
station.
The dynamic information is data that pertains to the current state of the device. For example, port status on a hub
would be considered dynamic information, as the port may be enabled or disabled depending on whether it is
functioning properly.
The SNMP management station is the central console used to control all network devices that have SNMP agents.
The management station first learns about a network device through the use of a management information base
(MIB). The MIB is a piece of software supplied by the network device vendor, usually on floppy disk. When the
MIB is added to the management station, it teaches the management station about the network device. This helps
to insure that SNMP management stations created by one vendor will operate properly with network devices
produced by another.
Information is usually collected by the SNMP management station through polling. The SNMP management
station will issue queries at predetermined intervals in order to check the status of each network device. SNMP
only supports two commands for collecting information: get and getnext. The get command allows the
management station to retrieve information on a specific operating parameter. For example, the management
station may query a router to report on the current status of one of its ports. The getnext command is used when a
complete status will be collected from a device. Instead of forcing the SNMP management station to issue a series
of specific get commands, getnext can be used to sequentially retrieve each piece of information a device can
report on.
SNMP also allows for the controlling of network devices through the command set. The set command can be used
to alter some of the operational parameters on a network device. For example, if your get command reported that
port 2 on the router was disabled, you could issue a set command to the router to enable the port.

SNMP typically does not offer the same range of control as a network device’s management utility. For example,
while you may be able to turn ports on and off on our router, you would probably be unable to initialize IP
networking and assign an IP address to the port. The amount of control available through SNMP is limited by
which commands are included in the vendor’s MIB, as well as the command structure of SNMP itself. The
operative word in SNMP is “simple.” SNMP provides only a minimal amount of control over network devices.
While most reporting is done by having the SNMP management station poll network devices, SNMP does allow
network devices to report critical events immediately back to the management station. These messages are called
traps. Traps are sent when an event occurs that is important enough to not wait until the device is again polled. For
example, your router may send a trap to the SNMP management console if it has just been power cycled. Because
this event will have a grave impact on network connectivity, it is reported to the SNMP management station
immediately instead of waiting until the device is again polled.

Note SNMP uses the UDP transport and destination ports 161 and 162 when

communicating.

Telnet

Telnet is used when a remote communication session is required with some other system on the network. Its
functionality is similar to a mainframe terminal or remote control session. The local system becomes little more
than a dumb terminal providing screen updates only. The remote system supplies the file system and all processing
time required when running programs.
Note Telnet uses the TCP transport and destination port 23 when creating a communication
session.

WHOIS

WHOIS is a utility used to gather information about a specific domain. The utility usually connects to the system
rs.internic.net and displays administrative contact information as well as the root servers for a domain.

This is useful when you wish to find out what organization is using a particular domain name. For example, typing
the command

whois sun.com

will produce the following information regarding the domain:
Sun Microsystems Inc. (SUN) SUN.COM 192.9.91
Sun Microsystems, Inc. (SUN-DOM) SUN.COM
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If you performed a further search by entering the command

whois sun-dom

additional information would be produced:

Sun Microsystems, Inc. (SUN-DOM)

2550 Garcia Avenue

Mountain View, CA 94043

Domain Name: SUN.COM

Administrative Contact, Technical Contact, Zone Contact:
Lowe, Fredrick (FL59) Fred.Lowe@SUN.COM
408-276-4199

Record last updated on 21-Nov-96.

Record created on 19-Mar-86.

Database last updated on 16-Jun-97 05:26:09 EDT.
Domain servers in listed order:

NS.SUN.COM 192.9.9.3

VGR.ARL.MIL 128.63.2.6, 128.63.16.6, 128.63.4.4
The InterNIC Registration Services Host contains ONLY Internet Information
(Networks, ASN’s, Domains, and POC’s).

Please use the whois server at nic.ddn.mil for MILNET Information.
WHOIS can be an extremely powerful troubleshooting tool: you now know who is responsible for maintaining the
domain, how to contact them, and which systems are considered to be primary name servers. You could then use a
DNS tool such as nslookup to find the IP addresses of Sun’s mail systems or even their Web server.
Note WHOIS uses the TCP transport and destination port 43 when creating a communication
session.

IRC

IRC (Internet Relay Chat) protocol allows clients to communicate in real time. It is made up of various separate
networks (known as nets) of IRC servers. Users run a client that connects them to a server on one of the nets. The
server relays information to and from other servers on the same net. Once connected to an IRC server, a user will
be presented with a list of one or more topical channels. Channel names usually being with a #, such as #irchelp,
and since all servers on a given net share the same list of channels, users connected to any server on that net can
communicate with one another.
Note Channels that begin with a & instead of a # are local to a given server only, and are not
shared with other servers on the net.
Each IRC client is distinguished from other clients by a unique nickname (or nick). Servers store additional
information about each client, including the real name of the host that the client is running on, the username of the
client on that host, and the server to which the client is connected.
Operators are those clients that have been given the ability to perform maintenance on the IRC nets, such as
disconnecting and reconnecting servers as needed to correct for any network routing problems. Operators can also
forcibly remove other clients from the network by terminating their connection. Operators can be assigned to a
server, or just to a channel, and they are identified by @ symbol next to their nick.
Note IRC can use both TCP and UDP as transports, and most modern IRC servers
listen on ports 6667—7000.

Upper Layer Communications
Once we get above the session layer, our communications become pretty specific to the
program we're using. The responsibilities of the presentation and application layers are more
a function of the type of service requested than the underlying protocol in use. Data translation
and encryption are considered portable features.
Note Portable means that these features can be applied easily to different services
without regard for the underlying protocol. It does not matter if I'm using IP or IPX
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to transfer my data, the ability to leverage these features will depend on the
application in use.

For example, Lotus has the ability to encrypt mail messages prior to transmission. This activity
is performed at the presentation layer of the program. It does not matter if I'm connecting to
my mail system via TCP, SPX, or a modem. The encryption functionality is available with all
three protocols, because the functionality is made available by the program itself. Lotus Notes
is not dependent on the underlying protocol.

Summary

In this chapter, we began by discussing the anatomy of an Ethernet frame and how systems
on a local Ethernet segment communicate. We also covered how routing is used to assist
communication in large networking environments. From there we looked at the different
methods of connection establishment and finished off the chapter by discussing IP services.
For a more in-depth look at any of these technologies, you might want to refer to Multiprotocol
Network Design and Troubleshooting (Sybex, 1997).

In the next chapter, we will begin to look at some of the insecurities involved in everyday
communications. We will look at how building security into your core network design can not
only improve performance (always a good thing)—it can make your data less susceptible to
attack, as well.

Chapter 4: Topology Security

In this chapter, we will look at the communication properties of network transmissions. You will also see what
insecurities exist in everyday network communications—and how you can develop a network infrastructure that
alleviates some of these problems.

Understanding Network Transmissions

It is no accident that the National Security Agency, which is responsible for setting the encryption standards for
the U.S. government, is also responsible for monitoring and cracking encrypted transmissions that are of interest to
the government. In order to know how to make something more secure, you must understand what vulnerabilities
exist and how these can be exploited.

This same idea applies to network communications. In order to be able to design security into your network
infrastructure, you must understand how networked systems communicate with each other. Many exploits leverage
basic communication properties. If you are aware of these communication properties, you can take steps to insure
that they are not exploited.

Digital Communications
Digital communication is analogous to Morse code or the early telegraph system: certain patterns of pulses are
used to represent different characters during transmission. If you examine Figure 4.1, you’ll see an example of a
digital transmission. When a voltage is placed on the transmission medium, this is considered a binary 1. The
absence of a signal is interpreted as a binary 0.

Amplitude

/ Binary 1 / Binary 1

\ Time

Binary O

Figure 4.1: A digital transmission plotted over time
Because this waveform is so predictable and the variation between acceptable values is so great, it is easy to
determine the state of the transmission. This is important if the signal is electrical, because the introduction of
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noise to a circuit can skew voltage values slightly. As shown in Figure 4.2, even when there is noise in the circuit,

you can still see what part of the signal is a binary 1 and which is a 0.
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Figure 4.2: A digital transmission on a noisy circuit

This simple format, which allows digital communication to be so noise-resistant, can also be its biggest drawback.

The information for the ASCII character A4 can be transmitted with a single analog wave or vibration, but

transmitting the binary or digital equivalent requires eight separate waves or vibrations (to transmit 01000001).

Despite this inherent drawback, digital communication is usually much more efficient than analog circuits, which

require a larger amount of overhead in order to detect and correct noisy transmissions.

Note Overhead is the amount of additional information that must be transmitted on a circuit to

insure that the receiving system gets the correct data and that the data is free of errors.
Typically, when a circuit requires more overhead, less bandwidth is available to transmit
the actual data. This is like the packaging used for shipping. You didn’t want hundreds of
little Styrofoam acorns, but they’re there in the box taking up space to insure your item is
delivered safely.

When you have an electric circuit (such as an Ethernet network that uses twisted-pair wiring), you need to pulsate
your voltage in order to transmit information. This means your voltage state is constantly changing, which
introduces your first insecurity: electromagnetic interference.

Electromagnetic Interference (EMI)

EMI is produced by circuits that use an alternating signal, like analog or digital communications (referred to as an
alternating current or an AC circuif). EMI is not produced by circuits that contain a consistent power level
(referred to as a direct current or a DC circuit).

For example, if you could slice one of the wires coming from a car battery and watch the electrons moving down
the wire (kids: don’t try this at home), you would see a steady stream of power moving evenly and uniformly
down the cable. The power level would never change: it would stay at a constant 12 volts. A car battery is an
example of a DC circuit, because the power level remains stable.

Now, let’s say you could slice the wire to a household lamp and try the same experiment (kids: definitely do not
try this at home!). You would now see that, depending on the point in time when you measured the voltage on the
wire, the measurement would read anywhere between —120 volts and +120 volts. The voltage level of the circuit is
constantly changing. Plotted over time, the voltage level would resemble an analog signal.

As you watched the flow of electrons in the AC wire, you would notice something very interesting. As the voltage
changes and the current flows down the wire, the electrons tend to ride predominantly on the surface of the wire.
The center point of the wire would show almost no electron movement at all. If you increased the frequency of the
power cycle, more and more of the electrons would travel on the surface of the wire, instead of at the core. This
effect is somewhat similar to what happens to a water skier—the faster the boat travels, the closer to the top of the
water the skier rides.

As the frequency of the power cycle increases, energy begins to radiate at a 90° angle to the flow of current. In the
same way that water will ripple out when a rock breaks its surface, energy will move out from the center core of
the wire. This radiation is in a direct relationship with the signal on the wire; if the voltage level or the frequency
is increased, the amount of energy radiated will also increase (see Figure 4.3).
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Copper wire conducting AC signal
Figure 4.3: A conductor carrying an AC signal radiating EMI

This energy has magnetic properties to it and is the basis of how electromagnets and transformers operate. The
downside to all of this is that the electromagnetic radiation can be measured in order to “sniff” the signal traveling
down the wire. Electricians have had tools for this purpose for many years. Most electricians carry a device that
they can simply connect around a wire in order to measure the signal traveling through the center conductor.

There are more sophisticated devices that can measure the EMI radiation coming off an electrical network cable
and actually record the digital pulses traveling down the wire. Once a record of these pulses has been made, it is a
simple matter to convert them from a binary format to a format readable by humans (although a serious geek is
just as happy reading the information in binary format, we did specifically say “humans”).

Note While twisted-pair cabling has become very popular due to its low cost, it is also
extremely insecure. Most modern networks are wired using unshielded twisted pair. Since
twisted pair is used for the transmission of electrical signals, EMI is produced. Because
the cable does not use any shielding, it is extremely easy to detect the EMI radiating from
each of the conductors. So while twisted pair is an excellent choice for general network
use, it is not a very good selection if the information traveling along the wire needs to
remain 100 percent secure.

So your first point of vulnerability is your actual network cables. These are typically overlooked when people
evaluate the security of a network. While an organization may go to great lengths to secure its computer room,
there may be a web of cabling running through the ceilings. This can be even more of a problem if your
organization is located in shared office space and you have cabling running through common areas.

This means that a would-be attacker would never have to go near a computer room or wiring closet to collect
sensitive information. A stepladder and a popped ceiling tile are all that’s needed to create an access point to your
network. A savvy attacker may even use a radio transmitter to relay the captured information to another location.
This means the attacker can safely continue to collect information for an extended period of time.

Fiber Optic Cable

Fiber optic cable consists of a cylindrical glass thread center core 62.5 microns in diameter wrapped in cladding
that protects the central core and reflects the light back into the glass conductor. This is then encapsulated in a
jacket of tough KEVLAR fiber.

The whole thing is then sheathed in PVC or Plenum. The diameter of this outer sheath is 125 microns. The
diameter measurements are why this cabling is sometimes referred to as 62.5/125 cable. While the glass core is
breakable, the KEVLAR fiber jacket helps fiber optic cable stand up to a fair amount of abuse. Figure 4.4 shows a
fiber optic cable.

Figure 4.4: A stripped-back fiber optic cable

Unlike twisted-pair cable, fiber uses a light source for data transmission. This light source is typically a light-
emitting diode (LED) that produces a signal in the visible infrared range. On the other end of the cable is another
diode that receives the LED signals. The type of light transmission can take one of two forms: single mode or
multimode.
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Warning Never look into the beam of an active fiber optic cable! The light intensity is strong
enough to cause permanent blindness. If you must visually inspect a cable, first make
sure that it is completely disconnected from the network. Just because a cable is dark
for a moment does not mean it is inactive. The risk of blindness or visual “dead
spots” is too high to take risks—unless you know the cable is completely
disconnected.

Light Dispersion

You’ll see light dispersion if you shine a flashlight against a nearby wall: the light pattern on the wall will have a
larger diameter than the flashlight lens. If you hold two flashlights together and shine them both against the wall,
you’ll get a fuzzy area in the middle where it’s difficult to determine which light source is responsible for which
portion of the illumination. The farther away from the wall you move, the larger this fuzzy area gets. This is, in
effect, what limits the distance on multimode fiber (that is, if you can call 1.2 miles a distance limitation for a
single cable run). As the length of the cable increases, it becomes more difficult for the diode on the receiving end
to distinguish between the different light frequencies.

Single-mode fiber consists of an LED that produces a single frequency of light. This single frequency is pulsed in
a digital format to transmit data from one end of the cable to another. The benefit of single-mode fiber over
multimode is that it is faster and will travel longer distances (in the tens-of-miles range). The drawbacks are that
the hardware is extremely expensive and installation can be tedious at best. Unless your company name ends with
the word “Telephone” or “Utility,” single-mode fiber would be overkill.

Multimode transmissions consist of multiple light frequencies. Because the light range does not need to be quite so
precise as single-mode, the hardware costs for multimode are dramatically less than for single-mode. The
drawback of multimode fiber is /ight dispersion, the tendency of light rays to spread out as they travel.

Because multimode transmissions are light-based instead of electrical, fiber benefits from being completely
immune to all types of EMI monitoring. There is no radiation to monitor as a signal passes down the conductor.
While it may be possible to cut away part of the sheath in order to get at the glass conductor, this might cause the
system to fail thus foiling the attacker. However, newer fiber optic systems are more resilient, and ironically, more
susceptible to monitoring from this kind of attack.

Fiber cable has one other major benefit: it is capable of supporting large bandwidth connections. 10MB, 100MB,
and even gigabit Ethernet are all capable of supporting fiber cable. So along with security improvements, there are
performance improvements. This is extremely helpful in justifying the use of fiber cable within your network—it
allows you to satisfy both bandwidth and security concerns. If Woolly Attacker is going to attempt to tap into your
network in order to monitor transmissions, he will to want to pick a network segment with a lot of traffic so that he
can collect the largest amount of data. Coincidentally, these are also the segments where you would want to use
fiber cable in order to support the large amount of data flowing though this point in the network. By using fiber
cable on these segments, you can help to protect the integrity of your cabling infrastructure.

Bound and Unbound Transmissions

The atmosphere is what is referred to as an unbound medium—a circuit with no formal boundaries. It has no
constraints to force a signal to flow within a certain path. Twisted-pair cable and fiber optic cable are examples of
bound media, as they restrain the signal to within the wire. An unbound transmission is free to travel anywhere.

Unbound transmissions bring a host of security problems. Since a signal has no constraints that confine it within a
specific area, it becomes that much more susceptible to interception and monitoring. The atmosphere is capable of
transmitting a variety of signal types. The most commonly used are light and radio waves.

Light Transmissions

Light transmissions through the atmosphere use lasers to transmit and receive network signals. These devices
operate similarly to a fiber cable circuit, except without the glass media.

Because laser transmissions use a focused beam of light, they require a clear line of sight and precise alignment
between the devices. This helps to enhance system security, because it severely limits the physical area from
which a signal can be monitored. The atmosphere limits the light transmission’s effective distance, however, as
well as the number of situations in which it can be used.

Unbound light transmissions are also sensitive to environmental conditions—a heavy mist or snowfall can
interfere with their transmission properties. This means that it is very easy to interrupt a light-based circuit—thus
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denying users service. Still, light transmissions through the atmosphere make for a relatively secure transmission
medium when physical cabling cannot be used.

Radio Waves

Radio waves used for networking purposes are typically transmitted in the 1-20GHz range and are referred to as
microwave signals. These signals can be fixed frequency or spread spectrum in nature.

Fixed Frequency Signals A fixed frequency signal is a single frequency used as a carrier wave for the
information you wish to transmit. A radio station is a good example of a single frequency transmission. When you
tune in to a station’s carrier wave frequency on your FM dial, you can hear the signal that is riding on it.

A carrier wave is a signal that is used to carry other information. This information is superimposed onto the signal
(in much the same way as noise) and the resultant wave is transmitted into the atmosphere. This signal is then
received by a device called a demodulator (in effect, your car radio is a demodulator that can be set for different
frequencies), which removes the carrier signal and passes along the remaining information. A carrier wave is used
to boost a signal’s power and to extend the receiving range of the signal.

Fixed frequency signals are very easy to monitor. Once an attacker knows the carrier frequency, he has all the
information he needs to start receiving your transmitted signals. He also has all the information he needs to jam
your signal, thus blocking all transmissions.

Spread Spectrum Signals A spread spectrum signal is identical to a fixed frequency signal, except multiple
frequencies are transmitted. The reason multiple frequencies are transmitted is the reduction of interference
through noise. Spread spectrum technology arose during wartime, when an enemy would jam a fixed frequency
signal by transmitting on an identical frequency. Because spread spectrum uses multiple frequencies, it is much
more difficult to disrupt.

Notice the operative words “more difficult.” It is still possible to jam or monitor spread spectrum signals. While

the signal varies through a range of frequencies, this range is typically a repeated pattern. Once an attacker

determines the timing and pattern of the frequency changes, she is in a position to jam or monitor transmissions.

Note Because it is so easy to monitor or jam radio signals, most transmissions rely on

encryption to scramble the signal so that it cannot be monitored by outside parties. We
cover encryption in Chapter 9.

Terrestrial vs. Space-Based Transmissions There are two methods that can be used to transmit both fixed

frequency and spread spectrum signals. These are referred to as ferrestrial and space-based transmissions.

Terrestrial Transmissions Terrestrial transmissions are completely land-based radio signals. The
sending stations are typically transmission towers located on top of mountains or tall buildings. The
range of these systems is usually line of sight, although an unobstructed view is not required.
Depending on the signal strength, 50 miles is about the maximum range achievable with a terrestrial
transmission system. Local TV and radio stations are good examples of industries that rely on
terrestrial-based broadcasts. Their signals can only be received locally.

Space-Based Transmissions Space-based transmissions are signals that originate from a land-based
system but are then bounced off one or more satellites that orbit the earth in the upper atmosphere.
The greatest benefit of space-based communications is range. Signals can be received from almost
every corner of the world. The space-based satellites can be tuned to increase or decrease the
effective broadcast area.

Of course, the larger the broadcast range of a signal, the more susceptible it is to being monitored. As the signal
range increases, so does the possibility that someone knowledgeable enough to monitor your signals will be within
your broadcast area.

Choosing a Transmission Medium

You should consider a number of security issues when choosing a medium for transferring data across your
network.
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How Valuable Is My Data?

As you saw in earlier chapters, the typical attacker must feel like he or she has something to gain by assaulting
your network. Do you maintain databases that contain financial information? If so, someone might find the payoff
high enough to make it worth the risk of staging a physical attack.

Which Network Segments Carry Sensitive Data?

Your networks carry sensitive information on a daily basis. In order to protect this information, you need to
understand the workflow of how it is used. For example, if you identify your organization’s accounting
information as sensitive, you should know where the information is stored and who has access to it. A small
workgroup with its own local server will be far more secure than an accounting database that is accessed from a
remote facility using an unbound transmission medium.

Tip Be very careful when analyzing the types of services that will be passing between
your facilities. For example, e-mail is typically given little consideration, yet it
usually contains more information about your organization than any other business
service. Considering that most e-mail systems pass messages in the clear (if an
attacker captures this traffic, it appears as plain text), e-mail should be one of your
best-guarded network services.

Will an Intruder Be Noticed?

It’s easy to spot an intruder when an organization consists of three of four people. Scale this to three or four
thousand, and the task becomes proportionately difficult. If you are the network administrator, you may have no
say in the physical security practices of your organization. You can, however, strive to make eavesdropping on
your network a bit more difficult.

When you select a physical medium, keep in mind that you may need to make your network more resilient to
attacks if other security precautions are lacking.

Are Backbone Segments Accessible?

If a would-be attacker is going to monitor your network, he is going to look for central nodes where he can collect
the most information. Wiring closets and server rooms are prime targets because these areas tend to be junction
points for many communication sessions. When laying out your network, pay special attention to these areas and
consider using a more secure medium (such as fiber cable) when possible.

Consider these issues carefully when choosing a method of data transmission. Use the risk analysis information
you collected in Chapter 2 to cost justify your choices. While increasing the level of topology security may appear
to be an expensive proposition, the cost may be more than justified when compared to the cost of recovering from
an intrusion.

Chapter 4: Topology Security

In this chapter, we will look at the communication properties of network transmissions. You will also see what
insecurities exist in everyday network communications—and how you can develop a network infrastructure that
alleviates some of these problems.

Understanding Network Transmissions

It is no accident that the National Security Agency, which is responsible for setting the encryption standards for
the U.S. government, is also responsible for monitoring and cracking encrypted transmissions that are of interest to
the government. In order to know how to make something more secure, you must understand what vulnerabilities
exist and how these can be exploited.

This same idea applies to network communications. In order to be able to design security into your network
infrastructure, you must understand how networked systems communicate with each other. Many exploits leverage
basic communication properties. If you are aware of these communication properties, you can take steps to insure
that they are not exploited.
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Digital Communications

Digital communication is analogous to Morse code or the early telegraph system: certain patterns of pulses are
used to represent different characters during transmission. If you examine Figure 4.1, you’ll see an example of a
digital transmission. When a voltage is placed on the transmission medium, this is considered a binary 1. The

absence of a signal is interpreted as a binary 0.
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Figure 4.1: A digital transmission plotted over time
Because this waveform is so predictable and the variation between acceptable values is so great, it is easy to
determine the state of the transmission. This is important if the signal is electrical, because the introduction of
noise to a circuit can skew voltage values slightly. As shown in Figure 4.2, even when there is noise in the circuit,

you can still see what part of the signal is a binary 1 and which is a 0.
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Figure 4.2: A digital transmission on a noisy circuit

This simple format, which allows digital communication to be so noise-resistant, can also be its biggest drawback.

The information for the ASCII character 4 can be transmitted with a single analog wave or vibration, but

transmitting the binary or digital equivalent requires eight separate waves or vibrations (to transmit 01000001).

Despite this inherent drawback, digital communication is usually much more efficient than analog circuits, which

require a larger amount of overhead in order to detect and correct noisy transmissions.

Note Overhead is the amount of additional information that must be transmitted on a circuit to

insure that the receiving system gets the correct data and that the data is free of errors.
Typically, when a circuit requires more overhead, less bandwidth is available to transmit
the actual data. This is like the packaging used for shipping. You didn’t want hundreds of
little Styrofoam acorns, but they’re there in the box taking up space to insure your item is
delivered safely.

When you have an electric circuit (such as an Ethernet network that uses twisted-pair wiring), you need to pulsate
your voltage in order to transmit information. This means your voltage state is constantly changing, which
introduces your first insecurity: electromagnetic interference.

Electromagnetic Interference (EMI)

EMI is produced by circuits that use an alternating signal, like analog or digital communications (referred to as an
alternating current or an AC circuif). EMI is not produced by circuits that contain a consistent power level
(referred to as a direct current or a DC circuit).

For example, if you could slice one of the wires coming from a car battery and watch the electrons moving down
the wire (kids: don’t try this at home), you would see a steady stream of power moving evenly and uniformly
down the cable. The power level would never change: it would stay at a constant 12 volts. A car battery is an
example of a DC circuit, because the power level remains stable.

Now, let’s say you could slice the wire to a household lamp and try the same experiment (kids: definitely do not
try this at home!). You would now see that, depending on the point in time when you measured the voltage on the
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wire, the measurement would read anywhere between —120 volts and +120 volts. The voltage level of the circuit is
constantly changing. Plotted over time, the voltage level would resemble an analog signal.

As you watched the flow of electrons in the AC wire, you would notice something very interesting. As the voltage
changes and the current flows down the wire, the electrons tend to ride predominantly on the surface of the wire.
The center point of the wire would show almost no electron movement at all. If you increased the frequency of the
power cycle, more and more of the electrons would travel on the surface of the wire, instead of at the core. This
effect is somewhat similar to what happens to a water skier—the faster the boat travels, the closer to the top of the
water the skier rides.

As the frequency of the power cycle increases, energy begins to radiate at a 90° angle to the flow of current. In the
same way that water will ripple out when a rock breaks its surface, energy will move out from the center core of
the wire. This radiation is in a direct relationship with the signal on the wire; if the voltage level or the frequency
is increased, the amount of energy radiated will also increase (see Figure 4.3).

Copper wire conducting AC signal
Figure 4.3: A conductor carrying an AC signal radiating EMI

This energy has magnetic properties to it and is the basis of how electromagnets and transformers operate. The
downside to all of this is that the electromagnetic radiation can be measured in order to “sniff” the signal traveling
down the wire. Electricians have had tools for this purpose for many years. Most electricians carry a device that
they can simply connect around a wire in order to measure the signal traveling through the center conductor.

There are more sophisticated devices that can measure the EMI radiation coming off an electrical network cable
and actually record the digital pulses traveling down the wire. Once a record of these pulses has been made, it is a
simple matter to convert them from a binary format to a format readable by humans (although a serious geek is
just as happy reading the information in binary format, we did specifically say “humans”).

Note While twisted-pair cabling has become very popular due to its low cost, it is also
extremely insecure. Most modern networks are wired using unshielded twisted pair. Since
twisted pair is used for the transmission of electrical signals, EMI is produced. Because
the cable does not use any shielding, it is extremely easy to detect the EMI radiating from
each of the conductors. So while twisted pair is an excellent choice for general network
use, it is not a very good selection if the information traveling along the wire needs to
remain 100 percent secure.

So your first point of vulnerability is your actual network cables. These are typically overlooked when people
evaluate the security of a network. While an organization may go to great lengths to secure its computer room,
there may be a web of cabling running through the ceilings. This can be even more of a problem if your
organization is located in shared office space and you have cabling running through common areas.

This means that a would-be attacker would never have to go near a computer room or wiring closet to collect
sensitive information. A stepladder and a popped ceiling tile are all that’s needed to create an access point to your
network. A savvy attacker may even use a radio transmitter to relay the captured information to another location.
This means the attacker can safely continue to collect information for an extended period of time.

Fiber Optic Cable

Fiber optic cable consists of a cylindrical glass thread center core 62.5 microns in diameter wrapped in cladding
that protects the central core and reflects the light back into the glass conductor. This is then encapsulated in a
jacket of tough KEVLAR fiber.

The whole thing is then sheathed in PVC or Plenum. The diameter of this outer sheath is 125 microns. The
diameter measurements are why this cabling is sometimes referred to as 62.5/125 cable. While the glass core is
breakable, the KEVLAR fiber jacket helps fiber optic cable stand up to a fair amount of abuse. Figure 4.4 shows a
fiber optic cable.
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Figure 4.4: A stripped-back fiber optic cable

Unlike twisted-pair cable, fiber uses a light source for data transmission. This light source is typically a light-
emitting diode (LED) that produces a signal in the visible infrared range. On the other end of the cable is another
diode that receives the LED signals. The type of light transmission can take one of two forms: single mode or
multimode.

Warning Never look into the beam of an active fiber optic cable! The light intensity is strong
enough to cause permanent blindness. If you must visually inspect a cable, first make
sure that it is completely disconnected from the network. Just because a cable is dark
for a moment does not mean it is inactive. The risk of blindness or visual “dead
spots” is too high to take risks—unless you know the cable is completely
disconnected.

Light Dispersion

You’ll see light dispersion if you shine a flashlight against a nearby wall: the light pattern on the wall will have a
larger diameter than the flashlight lens. If you hold two flashlights together and shine them both against the wall,
you’ll get a fuzzy area in the middle where it’s difficult to determine which light source is responsible for which
portion of the illumination. The farther away from the wall you move, the larger this fuzzy area gets. This is, in
effect, what limits the distance on multimode fiber (that is, if you can call 1.2 miles a distance limitation for a
single cable run). As the length of the cable increases, it becomes more difficult for the diode on the receiving end
to distinguish between the different light frequencies.

Single-mode fiber consists of an LED that produces a single frequency of light. This single frequency is pulsed in
a digital format to transmit data from one end of the cable to another. The benefit of single-mode fiber over
multimode is that it is faster and will travel longer distances (in the tens-of-miles range). The drawbacks are that
the hardware is extremely expensive and installation can be tedious at best. Unless your company name ends with
the word “Telephone” or “Utility,” single-mode fiber would be overkill.

Multimode transmissions consist of multiple light frequencies. Because the light range does not need to be quite so
precise as single-mode, the hardware costs for multimode are dramatically less than for single-mode. The
drawback of multimode fiber is /ight dispersion, the tendency of light rays to spread out as they travel.

Because multimode transmissions are light-based instead of electrical, fiber benefits from being completely
immune to all types of EMI monitoring. There is no radiation to monitor as a signal passes down the conductor.
While it may be possible to cut away part of the sheath in order to get at the glass conductor, this might cause the
system to fail thus foiling the attacker. However, newer fiber optic systems are more resilient, and ironically, more
susceptible to monitoring from this kind of attack.

Fiber cable has one other major benefit: it is capable of supporting large bandwidth connections. 10MB, 100MB,
and even gigabit Ethernet are all capable of supporting fiber cable. So along with security improvements, there are
performance improvements. This is extremely helpful in justifying the use of fiber cable within your network—it
allows you to satisfy both bandwidth and security concerns. If Woolly Attacker is going to attempt to tap into your
network in order to monitor transmissions, he will to want to pick a network segment with a lot of traffic so that he
can collect the largest amount of data. Coincidentally, these are also the segments where you would want to use
fiber cable in order to support the large amount of data flowing though this point in the network. By using fiber
cable on these segments, you can help to protect the integrity of your cabling infrastructure.

Bound and Unbound Transmissions

The atmosphere is what is referred to as an unbound medium—a circuit with no formal boundaries. It has no
constraints to force a signal to flow within a certain path. Twisted-pair cable and fiber optic cable are examples of
bound media, as they restrain the signal to within the wire. An unbound transmission is free to travel anywhere.

Unbound transmissions bring a host of security problems. Since a signal has no constraints that confine it within a

specific area, it becomes that much more susceptible to interception and monitoring. The atmosphere is capable of
transmitting a variety of signal types. The most commonly used are light and radio waves.
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Light Transmissions

Light transmissions through the atmosphere use lasers to transmit and receive network signals. These devices
operate similarly to a fiber cable circuit, except without the glass media.

Because laser transmissions use a focused beam of light, they require a clear line of sight and precise alignment
between the devices. This helps to enhance system security, because it severely limits the physical area from
which a signal can be monitored. The atmosphere limits the light transmission’s effective distance, however, as
well as the number of situations in which it can be used.

Unbound light transmissions are also sensitive to environmental conditions—a heavy mist or snowfall can
interfere with their transmission properties. This means that it is very easy to interrupt a light-based circuit—thus
denying users service. Still, light transmissions through the atmosphere make for a relatively secure transmission
medium when physical cabling cannot be used.

Radio Waves

Radio waves used for networking purposes are typically transmitted in the 1-20GHz range and are referred to as
microwave signals. These signals can be fixed frequency or spread spectrum in nature.

Fixed Frequency Signals A fixed frequency signal is a single frequency used as a carrier wave for the
information you wish to transmit. A radio station is a good example of a single frequency transmission. When you
tune in to a station’s carrier wave frequency on your FM dial, you can hear the signal that is riding on it.

A carrier wave is a signal that is used to carry other information. This information is superimposed onto the signal
(in much the same way as noise) and the resultant wave is transmitted into the atmosphere. This signal is then
received by a device called a demodulator (in effect, your car radio is a demodulator that can be set for different
frequencies), which removes the carrier signal and passes along the remaining information. A carrier wave is used
to boost a signal’s power and to extend the receiving range of the signal.

Fixed frequency signals are very easy to monitor. Once an attacker knows the carrier frequency, he has all the
information he needs to start receiving your transmitted signals. He also has all the information he needs to jam
your signal, thus blocking all transmissions.

Spread Spectrum Signals A spread spectrum signal is identical to a fixed frequency signal, except multiple
frequencies are transmitted. The reason multiple frequencies are transmitted is the reduction of interference
through noise. Spread spectrum technology arose during wartime, when an enemy would jam a fixed frequency
signal by transmitting on an identical frequency. Because spread spectrum uses multiple frequencies, it is much
more difficult to disrupt.

Notice the operative words “more difficult.” It is still possible to jam or monitor spread spectrum signals. While

the signal varies through a range of frequencies, this range is typically a repeated pattern. Once an attacker

determines the timing and pattern of the frequency changes, she is in a position to jam or monitor transmissions.

Note Because it is so easy to monitor or jam radio signals, most transmissions rely on

encryption to scramble the signal so that it cannot be monitored by outside parties. We
cover encryption in Chapter 9.

Terrestrial vs. Space-Based Transmissions There are two methods that can be used to transmit both fixed

frequency and spread spectrum signals. These are referred to as ferrestrial and space-based transmissions.

Terrestrial Transmissions Terrestrial transmissions are completely land-based radio signals. The
sending stations are typically transmission towers located on top of mountains or tall buildings. The
range of these systems is usually line of sight, although an unobstructed view is not required.
Depending on the signal strength, 50 miles is about the maximum range achievable with a terrestrial
transmission system. Local TV and radio stations are good examples of industries that rely on
terrestrial-based broadcasts. Their signals can only be received locally.

Space-Based Transmissions Space-based transmissions are signals that originate from a land-based
system but are then bounced off one or more satellites that orbit the earth in the upper atmosphere.
The greatest benefit of space-based communications is range. Signals can be received from almost
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every corner of the world. The space-based satellites can be tuned to increase or decrease the
effective broadcast area.

Of course, the larger the broadcast range of a signal, the more susceptible it is to being monitored. As the signal
range increases, so does the possibility that someone knowledgeable enough to monitor your signals will be within
your broadcast area.

Choosing a Transmission Medium

You should consider a number of security issues when choosing a medium for transferring data across your
network.

How Valuable Is My Data?

As you saw in earlier chapters, the typical attacker must feel like he or she has something to gain by assaulting
your network. Do you maintain databases that contain financial information? If so, someone might find the payoff
high enough to make it worth the risk of staging a physical attack.

Which Network Segments Carry Sensitive Data?

Your networks carry sensitive information on a daily basis. In order to protect this information, you need to
understand the workflow of how it is used. For example, if you identify your organization’s accounting
information as sensitive, you should know where the information is stored and who has access to it. A small
workgroup with its own local server will be far more secure than an accounting database that is accessed from a
remote facility using an unbound transmission medium.

Tip Be very careful when analyzing the types of services that will be passing between
your facilities. For example, e-mail is typically given little consideration, yet it
usually contains more information about your organization than any other business
service. Considering that most e-mail systems pass messages in the clear (if an
attacker captures this traffic, it appears as plain text), e-mail should be one of your
best-guarded network services.

Will an Intruder Be Noticed?

It’s easy to spot an intruder when an organization consists of three of four people. Scale this to three or four
thousand, and the task becomes proportionately difficult. If you are the network administrator, you may have no
say in the physical security practices of your organization. You can, however, strive to make eavesdropping on
your network a bit more difficult.

When you select a physical medium, keep in mind that you may need to make your network more resilient to
attacks if other security precautions are lacking.

Are Backbone Segments Accessible?

If a would-be attacker is going to monitor your network, he is going to look for central nodes where he can collect
the most information. Wiring closets and server rooms are prime targets because these areas tend to be junction
points for many communication sessions. When laying out your network, pay special attention to these areas and
consider using a more secure medium (such as fiber cable) when possible.

Consider these issues carefully when choosing a method of data transmission. Use the risk analysis information
you collected in Chapter 2 to cost justify your choices. While increasing the level of topology security may appear
to be an expensive proposition, the cost may be more than justified when compared to the cost of recovering from
an 1ntrusion.

Basic Networking Hardware

These days there is a plethora of networking products to consider when planning your network infrastructure.
There are devices for everything from connecting computer systems to the network to extending a topology’s
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specifications to controlling network traffic. Sometimes your choices are limited. For example, to connect an
office computer to the network, you must have a network card.

Many of these devices, when used correctly, can also help to improve your network security. In this section, we
will take a look at some common networking hardware and discuss which can be used to reinforce your security
posture.

Repeaters

Repeaters are simple two-port signal amplifiers. They are used in a bus topology to extend the maximum distance
that can be spanned on a cable run. The strength of the signal is boosted as it travels down the wire. A repeater will
receive a digital signal on one of its ports, amplify it, and transmit it out the other side.

A repeater is like a typical home stereo amplifier. The amp takes the signal it receives from the CD or tape deck,
amplifies the signal, and sends it on its way to the speakers. If the signal is a brand-new Radiohead CD, it simply
boosts the signal and sends it on its way. If you’re playing an old Grateful Dead concert tape that is inaudible
because of the amount of background hiss, the amp happily boosts this signal, as well, and sends it on its way.

Repeaters function similarly to a stereo amplifier: they simply boost whatever they receive and send it on its way.
Unfortunately, the signal a repeater receives could be a good frame of data, a bad frame of data, or even
background noise. A repeater does not discern data quality; it simply looks at each of the individual digital pulses
and amplifies them.

A repeater provides no data segmentation. All communications that take place on one side of a repeater are passed
along to the other side, whether the receiving system is on the other end of the wire or not. Again, think of a
repeater as a dumb amplifier and you will get the idea.

Hubs

Hubs are probably the most common piece of network hardware next to network interface cards. Physically, they
are boxes of varying sizes that have multiple female RJ45 connectors. Each connector is designed to accept one
twisted-pair cable outfitted with a male RJ45 connector. This twisted-pair cable is then used to connect a single
server or workstation to the hub.

Hubs are essentially multiport repeaters that support twisted-pair cables in a star typology. Each node
communicates with the hub, which in turn amplifies the signal and transmits it out each of the ports (including
back out to the transmitting system). As with repeaters, hubs work at the electrical level. When you design your
network typology, think of hubs, which provide zero traffic control, as functionally identical to repeaters.

Wireless Hubs

A new variation of the traditional hub is the wireless hub. Using radio transmissions instead of twisted-pair cable,
these hubs allow computers with wireless NICs to communicate with each other through the hub. Concerns about
security have led most of the wireless hub manufactures to include basic encryption in the wireless system.

Bridges

A bridge looks a lot like a repeater; it is a small box with two network connectors that attach to two separate
portions of the network. A bridge incorporates the functionality of a repeater (signal amplification), but it actually
looks at the frames of data, which is a great benefit. A common bridge is nearly identical to a repeater except for
the indicator lights, as shown in Figure 4.8. A forward light flashes whenever the bridge needs to pass traffic from
one collision domain to another.

Tratfic A  Collision A TrafficB  Collision B Forward

EN B B BN [ |

Bridge
Figure 4.8: A common bridge
In our discussion of Ethernet in Chapter 3, we introduced the concept of a data frame and described the
information contained within the frame header. Bridges put this header information to use by monitoring the
source and destination MAC address on each frame of data. By monitoring the source address, the bridge learns
where all the network systems are located. It constructs a table, listing which MAC addresses are directly
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accessible by each of its ports. It then uses that information to play traffic cop and regulate the flow of data on the

network. Let’s look at an example.

A Bridge Example

Look at the network in Figure 4.9. Betty needs to send data to the server Thoth. Because everyone on the network
is required to monitor the network, Betty first listens for the transmissions of other stations. If the wire is free,
Betty will then transmit a frame of data. The bridge is also watching for traffic and will look at the destination
address in the header of Betty’s frame. Because the bridge is unsure of which port the system with MAC address
00CO8BBE0052 (Thoth) is connected to, it amplifies the signal and retransmits it out Port B. Note that until now
the bridge functionality is very similar to that of a repeater. The bridge does a little extra, however; it has learned

that Betty is attached to Port A and creates a table entry with her MAC address.
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Figure 4.9: Betty transmits data to the server Thoth by putting Thoth’s MAC address into the destination field

of the frame.

When Thoth replies to Betty’s request, as shown in Figure 4.10, the bridge will look at the destination address in
the frame of data again. This time, however, it finds a match in its table, noting that Betty is also attached to Port

A. Because it knows Betty can receive this information directly, it drops the frame and blocks it from being

transmitted from Port B. The bridge will also make a new table entry for Thoth, recording the MAC address as

being off of Port A.
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Figure 4.10: Thoth’s reply to Betty’s message
For as long as the bridge remembers each station’s MAC address, all communications between Betty and Thoth
will be isolated from Sue and Babylnor. Traffic isolation is a powerful feature, because it means that systems on
both sides of the bridge can be carrying on conversations at the same time, effectively doubling the available
bandwidth. The bridge insures that communications on both sides stay isolated, as if they were not even connected
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together. Because stations cannot see transmissions on the other side of the bridge, they assume the network is free
and send their data.
Each system only needs to contend for bandwidth with systems on its own segment. This means that there is no
way for a station to have a collision outside of its segment. Thus these segments are referred to as collision
domains, as shown in Figure 4.11. Notice that one port on each side of the bridge is part of each collision domain.
This is because each of its ports will contend for bandwidth with the systems it is directly connected to. Because
the bridge isolates traffic within each collision domain, there is no way for separated systems to collide their
signals. The effect is a doubling of potential bandwidth.
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Figure 4.11: Two separate collision domains

Also notice that splitting the network into two collision domains has increased the security of the network. For
example, let’s say that the system named Babylnor becomes compromised. An attacker has gained high-level
access to this system and begins capturing network activity in order to look for sensitive information.

Given the above network design, Thoth and Betty would be able to carry on a conversation with relative security.
The only traffic that will find its way onto Babylnor’s collision domain is broadcast traffic. You may remember
from Chapter 3 that a broadcast frame needs to be delivered to all local systems. For this reason, a bridge will also
forward broadcast traffic.

By using a bridge in this situation, you get a double bonus light. You have not only increased performance, but
security as well.

So what happens when traffic needs to traverse the bridge? As mentioned, when a bridge is unsure of the location
of a system it will always pass the packet along just in case. Once the bridge learns that the system is in fact
located off of its other port, it will continue to pass the frame along as required.

If Betty begins communicating with Sue, for example, this data will cross the bridge and be transmitted onto the
same collision domain as Babylnor. This means that Babylnor is capable of capturing this data stream. While the
bridge helped to secure Betty’s communications with Thoth, it provides no additional security when Betty begins
communicating with Sue.

In order to secure both of these sessions, you would need a bridge capable of dedicating a single port to each
system. This type of functionality is provided in a device referred to as a switch.

Switches

Switches are the marriage of hub and bridge technology. They resemble hubs in appearance, having multiple RJ45
connectors for connecting network systems. Instead of being a dumb amplifier like a hub, however, a switch
functions as though it has a little miniature bridge built into each port. A switch will keep track of the MAC
addresses attached to each of its ports and route traffic destined for a certain address only to the port to which it is
attached.

Figure 4.12 shows a switched environment in which each device is connected to a dedicated port. The switch will
learn the MAC identification of each station once a single frame transmission occurs (identical to a bridge).
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Assuming that this has already happened, you now find that at exactly the same instant Station 1 needs to send

data to Server 1, Station 2 needs to send data to Server 2, and Station 3 needs to send data to Server 3.
Server 1 Server 2 Server 3

= =y =

@ @ @

Switch fseeeeeceribieeim
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L | | L4
= gy g = 4
Station 1 Slation 2 Station 3

Figure 4.12: A switch installation showing three workstations and three servers that need to communicate

There are some interesting things about this situation. The first is that each wire run involves only the switch and
the station attached to it. This means that each collision domain is limited to only these two devices, because each
port of the switch is acting like a bridge. The only traffic seen by the workstations and servers is any frame
specifically sent to them or to the broadcast address. As a result, all three stations will see very little network
traffic and will be able to transmit immediately. This is a powerful feature that goes a long way toward increasing
potential bandwidth. Given our example, if this is a 10Mbps topology, the effective throughput has just increased
by a factor of 3. This is because all three sets of systems can carry on their conversations simultaneously, as the
switch isolates them from each other. While it is still technically 10Mbps Ethernet, potential throughput has
increased to 30Mbps.

Besides increasing performance dramatically, you have also increased security. If any one of these systems
becomes compromised, the only sessions that can be monitored are sessions with the compromised system. For
example, if an attacker gains access to Server 2, she will not be able to monitor communication sessions with
Servers 1 or 3, only Server 2.

This is because monitoring devices can only collect traffic that is transmitting within their collision domain. Since
Server 2’s collision domain consists of itself and the switch port it is connected to, the switch does an effective job
of isolating System 2 from the communication sessions being held with the other servers.

While this is a wonderful security feature, it does make legitimate monitoring of your network somewhat
cumbersome. This is why many switches include a monitoring port.

A monitoring port is simply a port on the switch that can be configured to receive a copy of all data transmitted to
one or more ports. For example, you could plug your analyzer into port 10 of the switch and configure the device
to listen to all traffic on port 3. If port 3 is one of your servers, you can now analyze all traffic flowing to and from
this system.

This can also be a potential security hole. If an attacker is able to gain administrative access to the switch (through
telnet, HTTP, SNMP, or the console port), she would have free rein to monitor any system connected to, or
communicating through, the switch. To return to our example, if the attacker could access Server 2 and the switch
itself, she is now in a perfect position to monitor all network communications.

Note Keep in mind that bridges, switches, and similar networking devices are designed
primarily to improve network performance, not to improve security. Increased security is
just a secondary benefit. This means that they have not received the same type of abusive,
real-world testing as, say, a firewall or router product. A switch can augment your
security policy, but it should not be the core device to implement it.

VLAN Technology

Switching introduces a new technology referred to as the virtual local area network (VLAN). Software running on
the switch allows you to set up connectivity parameters for connected systems by workgroup (referred to as
VLAN groups) instead of by geographical location. The switch’s administrator is allowed to organize port
transmissions logically so that connectivity is grouped according to each user’s requirements. The “virtual” part is
that these VLAN groups can span over multiple physical network segments, as well as multiple switches. By
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assigning all switch ports that connect to PCs used by accounting personnel to the same VLAN group, you can
create a virtual accounting network.

Think of VLANS as being the virtual equivalent of taking an ax to a switch with many ports in order to create
multiple switches. If you have a 24-port switch and you divide the ports equally into three separate VLANS, you
essentially have three 8-port switches.

“Essentially” is the key word here, as you still have one physical device. While this makes for simpler
administration, from a security perspective it is not nearly as good as having three physical switches. If an attacker
is able to compromise a switch using VLANs, he might be able to configure his connection to monitor any of the
other VLANS on the device.

This can be an extremely bad thing if you have one large switch providing connectivity on both sides of a traffic-
control device such as a firewall. An attacker may not need to penetrate your firewall—he may find the switch to
be a far easier target. At the very least, the attacker now has two potential ways into the network instead of just
one.

Routers
A router is a multiport device that decides how to handle the contents of a frame, based on protocol and network
information. To truly understand what this means, we must first look at what a protocol is and how it works.

Until now, we’ve been happily communicating using the Media Access Control address assigned to our
networking devices. Our systems have used this number to contact other systems and transmit information as
required.

The problem with this scheme is that it does not scale very well. For example, what if you have 2,000 systems that
need to communicate with each other? You would now have 2,000 systems fighting each other for bandwidth on a
single Ethernet network. Even if you employ switching, the number of broadcast frames will eventually reach a
point where network performance will degrade and you cannot add any more systems. This is where protocols
such as IP and IPX come in.

Network Protocols

At its lowest levels, a network protocol is a set of communication rules that provide the means for networking
systems to be grouped by geographical area and common wiring. To indicate it is part of a specific group, each of
these systems is assigned an identical protocol network address.

Network addresses are kind of like zip codes. Let’s assume someone mails a letter and the front of the envelope
simply reads: Fritz & Wren, 7 Spring Road. If this happens in a very small town, the letter will probably get
through (as if you’d used a MAC address on a LAN).

If the letter were mailed in a city like Boston or New York, however, the Post Office would have no clue where to
send it (although postal workers would probably get a good laugh). Without a zip code, they may not even attempt
delivery. The zip code provides a way to specify the general area where this letter needs to be delivered. The
postal worker processing the letter is not required to know exactly where Spring Road is located. She simply looks
at the zip code and forwards the letter to the Post Office responsible for this code. It is up to the local Post Office
to know the location of Spring Road and to use this knowledge to deliver the letter.

Protocol network addresses operate in a similar fashion. A protocol-aware device will add the network address of
the destination device to the data field of a frame. It will also record its own network address, in case the remote
system needs to send a reply.

This is where a router comes in. A router is a protocol-aware device that maintains a table of all known networks.
It uses this table to help forward information to its final destination. Let’s walk through an example to see how a
routed network operates.

A Routed Network Example
Let’s assume you have a network similar to that shown in Figure 4.13 and that System B needs to transmit
information to System F.
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Figure 4.13: An example of a routed network

System B will begin by comparing its network address to that of System F. If there is a match, System B will
assume the system is local and attempt to deliver the information directly. If the network addresses are different
(as they are in our example), System B will refer to its routing table. If it does not have a specific entry for
Network 3, it will fall back on its default router, which in this case is Tardis. In order to deliver the information to
Tardis, System B would ARP for Tardis’s MAC address.

System B would then add the network protocol delivery information for System F (the source and destination
network numbers) to the data and create a frame using Tardis’s MAC address as the destination. It does this
because System B assumes that Tardis will take care of forwarding the information to the destination network.

Once Tardis receives the frame, it performs a CRC check to insure the integrity of the data. If the frame checks
out, Tardis will then completely strip off the header and trailer. Tardis then analyzes the destination network
address listed in the frame (in this case Network 3) to see if it is locally connected to this network. Since Tardis is
not directly connected to Network 3, it consults its routing table in order to find the best route to get there. Tardis
then discovers that Galifrey is capable of reaching Network 3.

Tardis now ARPs to discover the local MAC address being used by Galifrey. Tardis then creates a new frame
around the data packet by creating a header consisting of its MAC address to the source address field and
Galifrey’s MAC address in the destination field. Finally, Tardis generates a new CRC value for the trailer.

While all this stripping and recreating seems like a lot of work, it is a necessary part of this type of
communication. Remember that routers are placed at the borders of a network segment. The CRC check is
performed to insure that bad frames are not propagated throughout the network. The header information is stripped
away because it is only applicable on Network 1. When Tardis goes to transmit the frame on Network 2, the
original source and destination MAC addresses have no meaning. This is why Tardis must replace these values
with ones that are valid for Network 2.

Because the majority of the header (12 of the 14 bytes) needs to be replaced anyway, it is easier to simply strip the
header completely away and create it from scratch. As for stripping off the trailer, once the source and destination
MAC addresses change, the original CRC value is no longer valid. This is why the router must strip it off and
create a new one.
Note A data field that contains protocol information is referred to as a packet. While this term
is sometimes used interchangeably with the term frame, a packet in fact only describes a
portion of a frame.

So Tardis has created a new frame around the packet and is ready to transmit it. Tardis will now transmit the frame
out onto Network 2 so that the frame will be received by Galifrey. Galifrey receives the frame and processes it in a
similar fashion to Tardis. It checks the CRC and strips off the header and trailer.

At this point, however, Galifrey realizes that it has a local connection to System F, because they are both
connected to Network 3. Galifrey builds a new frame around the packet and, instead of needing to reference a
table, it simply delivers the frame directly.

Protocol Specificity

In order for a router to provide this type of functionality, it needs to understand the rules for the protocol being
used. This means that a router is protocol specific. Unlike a bridge, which will handle any valid topology traffic
you throw at it, a router has to be specifically designed to support both the topology and the protocol being used.
For example, if your network contains Banyan Vines systems, make sure that your router supports VinesIP.
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Routers can be a powerful tool for controlling the flow of traffic on your network. If you have a network segment
that is using IPX and IP but only IP is approved for use on the company backbone, simply enable IP support only
on your router. The router will ignore any IPX traffic it receives.

A wonderful feature of routers is their ability to block broadcasts. (As I mentioned in Chapter 3, broadcasts are
frames that contain all Fs for the destination MAC address.) Because any point on the other side of the router is a
new network, these frames are blocked.

Note There is a counterpart to this called an all-networks broadcast that contains all Fs in both
the network and MAC address fields. These frames are used to broadcast to local
networks when the network address is not known. Most routers will still block these all-
networks broadcasts by default.

Most routers also have the ability to filter out certain traffic. For example, let’s say your company enters a
partnership with another organization. You need to access services on this new network but do not want to allow
your partner to access your servers. To accomplish this, simply install a router between the two networks and
configure it to filter out any communication sessions originating from the other organization’s network.

Most routers use static packet filtering to control traffic flow. The specifics of how this works will be covered in
Chapter 6. For now, just keep in mind that routers cannot provide the same level of traffic control that may be
found in the average firewall. Still, if your security requirements are minimal, packet filtering may be a good
choice—chances are you will need a router to connect your networks, anyway.

A Comparison of Bridging/Switching and Routing

Table 4.1 represents a summary of the information discussed in the preceding sections. It provides a quick
reference to the differences between controlling traffic at the datalink layer (bridges and switches) and controlling
traffic at the network layer (routers).

Table 4.1: Bridging/Switching versus Routing

A Bridge (Switch): A
Router:

Uses the same network address off all ports Uses
differen
t
network
addres
ses off
all ports

Builds tables based on MAC address Builds
tables
based
on
network
addres
S

Filters traffic based on MAC information Filters
traffic
based
on
network
or host
informa
tion

Forwards broadcast traffic Blocks
broadc
ast
traffic

Forwards traffic to unknown addresses Blocks
traffic
to
unknow
n
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Table 4.1: Bridging/Switching versus Routing

A Bridge (Switch): A
Router:

addres
ses

Does not modify frame Creates
anew
header
and
trailer

Can forward traffic based on the frame header Must
always
queue
traffic
before
forward

ing

Layer-3 Switching

Now that you have a clear understanding of the differences between a switch and a router, let’s look at a
technology that, on the surface, appears to mesh the two. Layer-3 switching, switch routing, and router switching
all are used interchangeably to describe the same devices.

So what exactly is a switch router? The device is not quite as revolutionary as you might think. In fact, these
devices are more an evolution of existing router technology. The association with the word “switch” is more for
marketing appeal to emphasize the increase in raw throughput these devices can provide.

These devices typically (but not always) perform the same functions as a standard router. When a frame of data is
received, it is buffered into memory and a CRC check is performed. Then, the topology frame is stripped off the
data packet. Just like a regular router, a switch router will reference its routing table to determine the best route of
delivery, repackage the data packet into a frame, and send it on its merry way.

How does a switch router differ from a standard router? The answer lies under the hood of the device. Processing
is provided by application-specific integrated circuit (ASIC) hardware. With a standard router, all processing was
typically performed by a single RISC (Reduced Instruction Set Computer) processor. In a switch router,
components are dedicated to performing specific tasks within the routing process. The result is a dramatic increase
in throughput.

Keep in mind that the real goal of these devices is to pass information along faster than the standard router. In
order to accomplish this, a vendor may choose to do things slightly differently than the average router
implementation in order to increase throughput (after all, raw throughput is everything, right?). For example, a
specific vendor implementation may not buffer inbound traffic in order to perform a CRC check on the frame.
Once enough of the frame has been read in order to make a routing decision, the device may immediately begin
transmitting information out the other end.

From a security perspective, this may not always be a good thing. Certainly performance is a concern—but not at
the cost of accidentally passing traffic that should have been blocked. Since the real goal of a switch router is
performance, it may not be as nitpicky as the typical router about what it passes along.

Layer-3 switching has some growing up to do before it can be considered a viable replacement for the time-tested
router. Most modern routers have progressed to the point where they are capable of processing more than one
million packets per second. Typically, higher traffic rates are required only on a network backbone. To date, this is
why switches have dominated this area of the network.

Switch routing may make good security sense as a replacement for regular switches, however. The ability to
segregate traffic into true subnets instead of just collision domains brings a whole new level of control to this area
of the network.

Like their router counterparts, some switch routers support access control lists, which allow the network
administrator to manipulate which systems can communicate between each of the subnets and what services they
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can access. This is a much higher level of granular control than is provided with a regular switch. Switch routing
can help to fortify the security of your internal network without the typical degradation in performance. If your
security requirements are light, a switch router may be just the thing to augment your security policy.
Note We will look at some examples of implementing an access control list (ACL) on a Cisco
router in Chapter 6.

Summary

We’ve covered a lot of ground in this chapter. We discussed the basics of communication
properties and looked at transmission media and hardware from a security perspective. We
also discussed what traffic control options are available with typical network hardware.

In the next few chapters, we'll look at systems that are specifically designed to implement
security policies. We will start by discussing firewalls and then work our way into intrusion-
detection systems.

Chapter 5: Firewalls

In this chapter, we will discuss firewalls and their implementation. Not all firewalls operate in the
same way, so you should select a firewall based upon the security it provides, while insuring that it
is a proper fit for your business requirements. For example, if the firewall you chose will not support
AOL’s Instant Messenger and IM is a critical business function, it may have been cheaper to simply
buy a pair of wire cutters. Before we discuss firewalls, we will review what information you need to
collect in order to make an informed purchase decision.

Defining an Access Control Policy

Before you can choose the type or brand of firewall to purchase, you have to ask yourself a
very simple question (one that can be very time consuming to answer): What are (or should
be) the rules that deal with the flow of data traffic in and out of your network? The answers to
this question will form your access control policy. An access control policy is simply a
corporate policy that states which type of access is allowed across an organization’s network
perimeters. For example, your organization may have a policy that states, “Our internal users
can access Internet Web sites and FTP sites or send SMTP mail, but we will only allow
inbound SMTP mail from the Internet to our internal network.”

An access control policy may also apply to different areas within an internal network. For
example, your organization may have WAN links to supporting business partners. In this case,
you might want to define a limited scope of access across this link to insure that it is only used
for its intended purpose.

An access control policy simply defines the directions of data flow to and from different parts
of the network. It will also specify what type of traffic is acceptable, assuming that all other
data types will be blocked. When defining an access control policy, you can use a number of
different parameters to describe traffic flow. Some common descriptors that can be
implemented with a firewall are listed in Table 5.1.

Tip If you do not have an access control policy, you should create one. A clearly
defined access control policy helps to insure that you select the correct firewall
product or products. There is nothing worse than spending $10,000 on new firewall
software, only to find it does not do everything you need it to.

Table 5.1: Access Control Descriptors

Description Definition

Direction A description of acceptable traffic flow based on direction. For example,
traffic from the Internet to the internal network (inbound) or traffic from
the internal network heading towards the Internet (outbound).

Service The type of server application that will be accessed. For example, Web
access (HTTP), File Transfer Protocol (FTP), Simple Mail Transfer
Protocol (SMTP).

page 81



Active Defense — A Comprehensive Guide to Network Security

Table 5.1: Access Control Descriptors

Description Definition

Specific Host Sometimes more granularity is required than simply specifying
direction. For example, an organization may wish to allow inbound
HTTP access, but to only a specific computer. Conversely, the
organization may only have one business unit to which it wishes to
grant Internet Web server access.

Individual Many organizations have a business need to let certain individuals
Users perform specific activities but do not want to open up this type of
access to everyone. For example, the company CFO may need to be
able to access internal resources from the Internet because she does a
lot of traveling. In this case, the device enforcing the access control
policy would attempt to authenticate anyone trying to gain access, to
insure that only the CFO can get through.

Sometimes an organization may wish to restrict access during certain
hours of the day. For example, an access control policy may state,
“Internal users can access Web servers on the Internet only between
the hours of 5:00 Pm and 7:00 AMm.”

Time of Day

Public or At times it may be beneficial to use a public network (such as Frame
Private Relay or the Internet) to transmit private data. An access control policy
may define that one or more types of information should be encrypted
as that information passes between two specific hosts or over entire
network segments.

Quality of An organization may wish to restrict access based on the amount of
Service available bandwidth. For example, let's assume that an organization
has a Web server that is accessible from the Internet and wants to
insure that access to this system is always responsive. The
organization may have an access control policy that allows internal
users to access the Internet at a restricted level of bandwidth when a
potential client is currently accessing the Web server. When the client is
done accessing the server, the internal users would have 100 percent
of the bandwidth available to access Internet resources.

Role Similar to restricting access to individual users, administrators use roles
to group individuals with similar access needs. This grouping simplifies
the complexity of access control and eases administrative workloads.

Be creative and try to envision what type of access control your organization may require in
the future. This will help to insure that you will not quickly outgrow your firewall solution. | have
had quite a few organizations tell me that they had zero interest in accessing their local
network from the Internet. Many of these same clients came back within six months, looking
for an Internet-based remote access solution. Always try to think in scale—not just according
to today’s requirements.

Chapter 5: Firewalls

In this chapter, we will discuss firewalls and their implementation. Not all firewalls operate in the
same way, so you should select a firewall based upon the security it provides, while insuring that it
is a proper fit for your business requirements. For example, if the firewall you chose will not support
AOL’s Instant Messenger and IM is a critical business function, it may have been cheaper to simply
buy a pair of wire cutters. Before we discuss firewalls, we will review what information you need to
collect in order to make an informed purchase decision.
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Defining an Access Control Policy

Before you can choose the type or brand of firewall to purchase, you have to ask yourself a
very simple question (one that can be very time consuming to answer): What are (or should
be) the rules that deal with the flow of data traffic in and out of your network? The answers to
this question will form your access control policy. An access control policy is simply a
corporate policy that states which type of access is allowed across an organization’s network
perimeters. For example, your organization may have a policy that states, “Our internal users
can access Internet Web sites and FTP sites or send SMTP mail, but we will only allow
inbound SMTP mail from the Internet to our internal network.”

An access control policy may also apply to different areas within an internal network. For
example, your organization may have WAN links to supporting business partners. In this case,
you might want to define a limited scope of access across this link to insure that it is only used
for its intended purpose.

An access control policy simply defines the directions of data flow to and from different parts
of the network. It will also specify what type of traffic is acceptable, assuming that all other
data types will be blocked. When defining an access control policy, you can use a number of
different parameters to describe traffic flow. Some common descriptors that can be
implemented with a firewall are listed in Table 5.1.

Tip If you do not have an access control policy, you should create one. A clearly
defined access control policy helps to insure that you select the correct firewall
product or products. There is nothing worse than spending $10,000 on new firewall
software, only to find it does not do everything you need it to.

Table 5.1: Access Control Descriptors

Description Definition

Direction A description of acceptable traffic flow based on direction. For example,
traffic from the Internet to the internal network (inbound) or traffic from the
internal network heading towards the Internet (outbound).

Service The type of server application that will be accessed. For example, Web
access (HTTP), File Transfer Protocol (FTP), Simple Mail Transfer Protocol
(SMTP).

Specific Sometimes more granularity is required than simply specifying direction.

Host For example, an organization may wish to allow inbound HTTP access, but

to only a specific computer. Conversely, the organization may only have
one business unit to which it wishes to grant Internet Web server access.

Individual Many organizations have a business need to let certain individuals perform
Users specific activities but do not want to open up this type of access to
everyone. For example, the company CFO may need to be able to access
internal resources from the Internet because she does a lot of traveling. In
this case, the device enforcing the access control policy would attempt to
authenticate anyone trying to gain access, to insure that only the CFO can
get through.

Sometimes an organization may wish to restrict access during certain

Time of : P
Da hours of the day. For example, an access control policy may state, “Internal
y

users can access Web servers on the Internet only between the hours of
5:00 PM and 7:00 AM.”

Public or At times it may be beneficial to use a public network (such as Frame Relay

Private or the Internet) to transmit private data. An access control policy may
define that one or more types of information should be encrypted as that
information passes between two specific hosts or over entire network
segments.

Quality of An organization may wish to restrict access based on the amount of

Service available bandwidth. For example, let's assume that an organization has a

Web server that is accessible from the Internet and wants to insure that
access to this system is always responsive. The organization may have an
access control policy that allows internal users to access the Internet at a
restricted level of bandwidth when a potential client is currently accessing
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Table 5.1: Access Control Descriptors

Description Definition

the Web server. When the client is done accessing the server, the internal
users would have 100 percent of the bandwidth available to access
Internet resources.

Role Similar to restricting access to individual users, administrators use roles to
group individuals with similar access needs. This grouping simplifies the
complexity of access control and eases administrative workloads.

Be creative and try to envision what type of access control your organization may require in
the future. This will help to insure that you will not quickly outgrow your firewall solution. | have
had quite a few organizations tell me that they had zero interest in accessing their local
network from the Internet. Many of these same clients came back within six months, looking
for an Internet-based remote access solution. Always try to think in scale—not just according
to today’s requirements.

Definition of a Firewall

A firewall (unlike a simple router that merely directs network traffic) is a system or group of systems that enforces
an access control policy on network traffic as it passes through access points. Once you have determined the levels
of connectivity you wish to provide, it is the firewall’s job to insure that no additional access beyond this scope is
allowed. It is up to your firewall to insure that your access control policy is followed by all users on the network.

Firewalls are similar to other network devices in that their purpose is to control the flow of traffic. Unlike other
network devices, however, a firewall must control this traffic while taking into account that not all the packets of
data it sees may be what they appear to be.

For example, a bridge filters traffic based on the destination MAC address. If a host incorrectly labels the
destination MAC address and the bridge inadvertently passes the packet to the wrong destination, the bridge is not
seen as being faulty or inadequate. It is expected that the host will follow certain network rules, and if it fails to
follow these rules, then the host is at fault, not the bridge.

A firewall, however, must assume that hosts may try to fool it in order to sneak information past it. A firewall
cannot use communication rules as a crutch; rather, it should expect that the rules will not be followed. This places
a lot of pressure on the firewall design, which must plan for every contingency.

When Is a Firewall Required?

Typically, access is controlled between the internal network and the Internet, but there are many other situations in
which a firewall may be required.

Dial-In Modem Pool

A firewall can be used to control access from a dial-in modem pool. For example, an organization may have an
access control policy that specifies that dial-in users may only access a single mail system. The organization does
not want to allow access to other internal servers or to the Internet. A firewall can be used to implement this
policy.

External Connections to Business Partners
Many organizations have permanent connections to remote business partners. This can create a difficult
situation—the connection is required for business, but now someone has access to the internal network from an

area where security is not controlled by the organization. A firewall can be used to regulate and document access
from these links.
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Between Departments

Some organizations (such as trading companies) are required to maintain internal firewalls between different areas
of the network. This is to ensure that internal users only have access to the information they require. A firewall at
the point of connection between these two networks enforces access control.

Firewall Types

Not all firewalls are built the same. A number of different technologies have been employed in order to control
access across a network perimeter. The most popular are
= Static packet filtering

= Dynamic packet filtering

= Stateful filtering

* Proxy
Static Packet Filtering
Static packet filtering controls traffic by using information stored within the packet headers. As packets are
received by the filtering device, the attributes of the data stored within the packet headers are compared against the

access control policy (referred to as an access control list or ACL). Depending on how this header information
compares to the ACL, the traffic is either allowed to pass or dropped.

A static packet filter can use the following information when regulating traffic flow:
= Destination IP address or subnet

=  Source IP address or subnet
= Destination service port

= Source service port

Flag (TCP only)

The TCP Flag Field

When the TCP transport is used, static packet filtering can use the flag field in the TCP header when making
traffic control decisions. Figure 5.1 shows a packet decode of a TCP/IP packet. The Control Bits field identifies
which flags have been set. Flags can be either turned on (binary value of 1) or turned off (binary value of 0).

[ [mbrupimn ey Ihw
] el M7 FLL Gk I 1 [l | i .

L I Ll
Lacgik i pimm
mifmr ®tsEssramsmmEEdsEEsE Fitmcpot Detaling Laver stsssnsssisncnannsns
Ckatimn - Thin Bereatslion == 03-k0-00-18-00-4
Trpe: 0xORBd [IF})
lp) Fri=rshrrsrmreomt e Tilaniat Prilatdl r=rer—=rir=trmmremras
BSRETLOE LR 150 30 Y ——3] 00 18] 226 ]
Frotooal TCP
Vergica: L

Masdes [megidi |20 Wik words
Frecederca  Eoabice
Foraal Delwr, Sormsl Jiycusktput . Hormsl Belssbe [aly
Tntml lengik: 4f
Idembid sention  LRHEJ
FroGesutat Soh w0l allored  Lait | rageesst
Eraghsat DIres) | 2
Tiws tn Tiws 108 asrneie
Clepckonun Bwiis I[Falid
lop ssssssssssssassas Tomeemimelos Comigol Trutoos)l sssssssssssssssas
Scaaow Pook: LEdS
Dmatioakios Pork: SHIP
Sepuenoe Huslhery waRL

hohoow | cdgeeont Waskor - L1EL4ET

Emce Offssc £ 0i-bac woaras)|

Niscom HTI4

-rinirml Fhibs  brkhreslsdosssnt Fisld i Yalid [40E)
Chetckeus IuBPEE| ¥alad

Orgmni Fodaisr 0

Figure 5.1: A TCP/IP packet decode
So what does the flag field tell us? You may remember from our discussion of the TCP three-packet handshake in
Chapter 3 that different flag values are used to identify different aspects of a communication session. The flag
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field gives the recipient hosts some additional information regarding the data the packet is carrying. Table 5.2 lists
the valid flags and their uses.

Table 5.2: Valid TCP/IP Flags

TCP Flag Flag Description

ACK (Acknowledgement) Indicates that this data is a response to a data request and
that there is useful information within the Acknowledgment
Number field.

FIN (Final) Indicates that the transmitting system wishes to terminate

the current session. Typically, each system in a
communication session issues a FIN before the connection
is actually closed.

PSH (Push) Prevents the transmitting system from queuing data prior to
transmission. In many cases it is more efficient to let a
transmitting system queue small chunks of data prior to
transmission so that fewer packets are created. On the
receiving side, Push tells the remote system not to queue
the data, but to immediately push the information to the
upper protocol levels.

RST (Reset) Resets the state of a current communication session.
Reset is used when a non-recoverable transmission failure
occurs. It is a transmitting system’s way of stating, “Were
you listening to me? Do | have to say it again?” This is
typically caused by a non-responsive host or by a spouse
enthralled by an afternoon sporting event.

SYN (Synchronize) Used while initializing a communication session. This flag
should not be set during any other portion of the
communication process.

Indicates that the transmitting system has some high-
URG (Urgent) priority information to pass along and that there is useful
information within the Urgent Pointer field. When a system
receives a packet with the Urgent flag set, it processes the
information before any other data that may be waiting in
queue. This is referred to as processing the data out-of-
band.

The flag field plays an important part in helping a static packet filter regulate traffic. This is because a firewall is
rarely told to block all traffic originating off of a specific port or going to a particular host.

For example, you may have an access control policy that states, “Our internal users can access any service out on
the Internet, but all Internet traffic headed to the internal network should be blocked.” While this sounds like the
ACL should be blocking all traffic coming from the Internet, this is in fact not the case.

Remember that all communications represent a two-step process. When you access a Web site, you make a data
request (step 1) to which the Web site replies by returning the data you requested (step 2). This means that during
step 2 you are expecting data to be returned from the Internet-based host to the internal system. If the second half
of our statement were taken verbatim (“...all Internet traffic headed to the internal network should be blocked.”),
our replies would never make it back to the requesting host. We are back to the “wire cutters as an effective
security device” model: our firewall would not allow a complete communication session.

This is where our flag field comes into play. Remember that during the TCP three-packet handshake, the
originating system issues a packet with SYN=1 and all other flags equal to 0. The only time this sequence is true is
when one system wishes to establish a connection to another. A packet filter will use this unique flag setting in
order to control TCP sessions. By blocking the initial connection request, a data session between the two systems
cannot be established.

So to make our access control policy more technically correct, we would state, “all Internet traffic headed to the

internal network with SYN=1 and all other flags equal to 0 should be blocked.” This means that any other flag
sequence is assumed to be part of a previously established connection and would be allowed to pass through.
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This is clearly not the most secure method of locking down your network perimeter. By playing with the flag
values, a would-be attacker can fool a static packet filter into allowing malicious traffic through. In this way, these
predators stay one step ahead of these security devices.

FIN Scanners

Because a simple packet filter is capable of blocking port scans, some people decided to become creative. The
simple port scanner eventually evolved into the FIN scanner. A FIN scanner operates under a similar principle to
the port scanner, except that the transmitted packets have FIN=1, ACK=1 and all other flags set to 0.

Now, since our packet filter is only looking to block packets which have SYN=1 and all other flags set to 0, these
packets are happily passed along. The result is that an attacker can analyze the returning data stream to determine
which hosts are offering what services. If the destination host returns an ACK=1, RST=1 (a generic system
response for nonexistent services), the software knows that this is an unused port. If, however, the destination host
returns an ACK=1, FIN=1 (the service’s agreeing to close the connect), the FIN scanner knows that there is a
service monitoring that port. This means that our packet filter is unable to deter these scanning probes.

For example, there are software programs called port scanners that can probe a destination host to see if any
service ports are open. The port scanner sends a connection request (SYN=1) to all the service ports within a
specified range. If any of these connection requests causes the destination host to return a connection request
acknowledgment (SYN=1, ACK=1), the software knows that there is a service monitoring that port.

Packet Filtering UDP Traffic

As if TCP traffic were not hard enough to control, UDP traffic is actually worse. This is because UDP provides
even less information regarding a connection’s state than TCP does. Figure 5.2 shows a packet decode of a UDP
header.
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Notice that our UDP header does not use flags for indicating a session’s state. This means that there is no way to
determine if a packet is a data request or a reply to a previous request. The only information that can be used to
regulate traffic is the source and destination port number. Even this information is of little use in many situations,
because some services use the same source and destination port number.

For example, when two Domain Name Servers (DNS) are exchanging information, they use a source and
destination port number of 53. Unlike many other services, they do not use a reply port of greater than 1023. This
means that a static packet filter has no effective means of limiting DNS traffic to only a single direction. You
cannot block inbound traffic to port 53, because that would block data replies as well as data requests.

This is why, in many cases, the only effective means of controlling UDP traffic with a static packet filter is either
to block the port or to let it through and hope for the best. Most people tend to stick with the former solution,
unless they have an extremely pressing need to allow through UDP traffic (such as running networked Quake
games, which use UDP port 26000).

Packet Filtering ICMP

The Internet Control Message Protocol (ICMP) provides background support for the IP protocol. It is not used to
transmit user data, but is used for maintenance duty to insure that all is running smoothly. For example, Ping uses
ICMP to insure that there is connectivity between two hosts. Figure 5.3 shows a packet decode of an ICMP
header.
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Figure 5.3: An ICMP header
Note ICMP does not use service ports. There is a Type field to identify the ICMP packet type
as well as a Code field to provide even more granular information about the current
session.
The Code field can be a bit confusing. For example, in Figure 5.3 the code states Protocol Unreachable; Host
Unreachable. This could lead you to think that the destination system is not responding. If you compare the source
IP address for this ICMP packet to the destination IP address in the section after Original IP Packet Header, you
will notice that they are the same (10.1.1.100). So if the destination was in fact "unreachable," how could it have
possibly sent this reply?
The combination of these two codes actually means that the requested service was not available. If you look at the
top of Figure 5.3, you will see that the transmission that prompted this reply was a Trivial File Transfer Protocol
(TFTP) request for resume.txt. Only a destination host will generate a protocol unreachable error. Table 5.3
identifies the different type field values for ICMP packets.
Note Remember that UDP does not use a flag field. This makes UDP incapable of letting the
transmitting system know that a service is not available. To rectify this problem, ICMP is
used to notify the transmitting system.

Table 5.3: ICMP Type Field Values
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Type Name Description

0 Echo Responds to
Reply an echo
request.

3 Destination
Unreachab
le

Indicates
that the
destination
subnet, host,
or service
cannot be
reached.

4 Source
Quench

Indicates
that the
receiving
system or a
routing
device along
the route is
having
trouble
keeping up
with the
inbound data
flow. Hosts
that receive
a source
quench are
required to
reduce their
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Type

Name

Description

transmission
rate. This is
to insure that
the receiving
system will
not begin to
discard data
due to an
overload
inbound
queue.

Redirect

Informs a
local host
that there is
another
router or
gateway
device that
is better able
to forward
the data the
host is
transmitting.
A redirect is
sent by local
routers.

Echo

Requests
that the
target
system
return an
echo reply.
Echo is used
to verify end-
to-end
connectivity
as well as
measure
response
time.

Router
Advertisem
ent

Is used by
routers to
identify
themselves
on a subnet.
This is not a
true routing
protocol, as
no route
information
is conveyed.
It is simply
used to let
hosts on the
subnet know
the IP
addresses of
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Type

Name

Description

their local
routers.

10

Router
Selection

Allows a
host to query
for router
advertiseme
nts without
having to
wait for the
next periodic
update. Also
referred to
as a router
solicitation.

11

Time
Exceeded

Informs the
transmitting
systems that
the Time To
Live (TTL)
value within
the packet
header has
expired and
the
information
never
reached its
intended
host.

12

Parameter
Problem

Is a catchall
response
returned to a
transmitting
system
when a
problem
occurs that
is not
identified by
one of the
other ICMP
types.

13

Timestamp

Is used
when you
are looking
to quantify
link speed
more than
system
responsiven
ess.
Timestamp
is similar to
an Echo
request,
except that a
quick reply
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Type

Name

Description

toa
Timestamp
request is
considered
more critical.

14

Timestamp
Reply

Is a
response to
a Timestamp
request.

15

Information
Request

Has been
superseded
by the use of
bootp and
DHCP. This
request was
originally
used by self-
configuring
systems in
order to
discover
their IP
address.

16

Information
Reply

Is a
response to
an
information
request.

17

Address
Mask
Request

Allows a
system to
dynamically
query the
local subnet
as to what is
the proper
subnet mask
to be used. If
no response
is received,
a host
should
assume a
subnet mask
appropriate
to its
address
class.

18

Address
Mask
Reply

Is a
response to
an address
mask
request.

30

Traceroute

Provides a
more
efficient
means of
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ICMP Type Field Values

Type

Name

Description

tracing a
route from
one IP host
to another
than using
the legacy
Traceroute
command.
This option
can only be
used when
all
intermediary
routers have
been
programmed
to recognize
this ICMP
type.
Implementati
onisviaa
switch
setting using
the ping
command.

Table 5.4 identifies valid codes that may be used when the ICMP type is Destination Unreachable (Type=3).

Table 5.4:

ICMP Type 3 Code Field Values

Code

Name

Description

0

Net
Unreachable

The
destination
network
cannot be
reached
due to a
routing
error (such
as no route
information
)oran
insufficient
TTL value.

Host
Unreachable

The
destination
host
cannot be
reached
due to a
routing
error (such
as no route
information
)oran
insufficient
TTL value.

Protocol
Unreachable

The
destination
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Table 5.4: ICMP Type 3 Code Field Values

Code Name Description

host you
contacted
does not
offer the
service you
requested.
This code
is typically
returned
from a host
while all
others are
returned
from
routers
along the
path.

4 Fragmentation The data
Needed and you are
Don’t attempting
Fragment to deliver
Was Set needs to
cross a
network
that uses a
smaller
packet
size, but
the “don’t
fragment”
bit is set.

5 Source Route The

Failed transmitted
packet
specified
the route
that should
be followed
to the
destination
host, but
the routing
information
was
incorrect.

Table 5.5 identifies valid codes that may be used when the ICMP type is redirect (Type=5).
Table 5.5: ICMP Type 5 Code Field Values

Code Name Description

0 Redirect Indicates
Datagra that

m for another
the router on
Network the local
(or subnet has
Subnet) a better
route to the

page 93



Active Defense — A Comprehensive Guide to Network Security

Table 5.5: ICMP Type 5 Code Field Values

Code Name Description

destination
subnet.

1 Redirect Indicates
Datagra that

m for another
the Host router on
the local
subnet has
a better
route to the
destination
host.

Employing filtering on the values of the Type and the Code fields, we have a bit more granular control than simply
looking at source and destination IP addresses. Not all packet filters are capable of filtering on all Types and
Codes. For example, many will filter out Type=3, which is destination unreachable, without regard to the Code
value. This limitation can cause some serious communication problems.

Let’s assume you have a network configuration similar to the one shown in Figure 5.4. Your local network uses a
Token Ring topology, while your remote business partner uses Ethernet. You wish to give your business partner
access to your local Web server in order to receive the latest product updates and development information.

Ethernit
| Ruter
il - r "
r]] . = " . -'l L —-||
-] P
File/Print Server ,
; : I Workstation Worksiation
Inerned
Rt

5

-

Workstation Weeb Server

Wiorksiaton
Figure 5.4: Problems blocking destination unreachable messages

Now, let’s also assume that your router is blocking inbound ICMP destination unreachable messages. You have
done this in an effort to block Denial of Service (DoS) attacks by preventing external attackers from sending false
host unreachable (Type=5, Code=1) messages. Since your router has limited packet filtering ability, you must
block all ICMP Type=5 traffic.

This can present you with some problems, however. When your business partner’s employees try to access your
local Web server, they may not be able to view any HTML pages. This problem has the following symptoms—and
can be quite confusing:
= The browser on the workstation located on the Ethernet segment appears to resolve the
destination host name to an IP address.

= The browser appears to connect to the destination Web server.
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= [f either router provides session logging, traffic appears to flow between the two systems.

= The log on the local Web server indicates that the workstation connected to the Web
server and that a number of files were returned.
So what has gone wrong? Unfortunately, by blocking all Type=3 traffic you have blocked the Fragmentation
Needed (Type=3, Code=4) error messages, as well. This prevents the router from adjusting the Mean Transfer
Unit (MTU) of the traffic being delivered.

MTU describes the maximum payload size that can be delivered by a packet of data. In an Ethernet environment,
the MTU is 1.5Kb. In a Token Ring environment, the MTU can be as large as 16Kb. When a router receives
packets that are too large for a destination network, it will send a request to the transmitting system asking it to
break the data into smaller chunks (IMCP Type=3, Code=4). If the router tries to fragment this data itself, it might
run into queuing problems if its buffers become full. For this reason, it is easier to have the remote system send
smaller packets.
So if we watch the flow of data in Figure 5.4

1. An Ethernet workstation forms an HTML data request.

2. This request is delivered to the destination Web server.
3. The two systems perform a TCP three-packet handshake using 64-byte packets.
4

Once the handshake is complete, the Web server responds to the data request using a
16Kb MTU.

This reply reaches the router on the remote Ethernet network.

o

6. The Ethernet router issues a fragmentation request (IMCP Type=3, Code=4) back to the
Web server asking that it use a 1.5Kb MTU.

7. The request makes it back to the border router at the Token Ring network.

8. This router checks its ACL, determines that it is supposed to drop all destination
unreachable messages (ICMP Type=3), and drops the packet.

The fragmentation request never makes it back to your local network, and your remote business partner is unable
to view your Web pages. When using static packet filtering, always make sure that you fully understand the
ramifications of the traffic you are blocking or allowing to pass through.

Static Packet Filtering Summary

Static packet filters are non-intelligent filtering devices. They offer little protection against advanced types of
attack. They look at a minimal amount of information in order to determine which traffic should be allowed to
pass and which traffic should be blocked. Many routers have the ability to perform static packet filtering.

Dynamic Packet Filtering

Dynamic filtering takes static packet filtering one step further by maintaining a connection table in order to
monitor the state of a communication session. It does not simply rely on the flag settings. This is a powerful
feature that can be used to better control traffic flow.

For example, let’s assume that an attacker sends your system a packet of data with a payload designed to crash
your system. The attacker may perform some packet trickery in order to make this packet look like a reply to
information requested by the internal system. A regular packet filter would analyze this packet, see that the ACK
bit is set, and be fooled into thinking that this was a reply to a data request. It would then happily pass the
information along to the internal system.

A dynamic packet filter would not be so easily fooled, however. When the information was received, the dynamic
packet filter would reference its connection table (sometimes referred to as a state table). When reviewing the
table entries, the dynamic packet filter would realize that the internal system never actually connected to this
external system to place a data request. Since this information had not been explicitly requested, the dynamic
packet filter would throw the packet in the bit bucket.

Dynamic Packet Filtering in Action

Let’s take a look at how dynamic packet filtering works, in order to get a better idea of the increased security it
can provide. In Figure 5.5, you can see two separate network configurations: one where the internal host is
protected by a static packet filter and one where a dynamic packet filter is used.

page 95



Active Defense — A Comprehensive Guide to Network Security

—

| " - T

» | Static Packet Filter L el |
- L -J_.
—I —i r H
Progected Host Waolly Attacker Dt
Remote Server
nh}"i
—a t |— I—| [
s 5 r u I
Ld I'.Iyll.clnul, Packet Filted Ll
r—I -_| T |
; L
Protectad Host Wioolly Attacker g L m—
Remote Server

Figure 5.5: The differences between static and dynamic packet filtering

Now, let’s look at some access rules to see how each of these two firewall devices would handle traffic control.
The ACL on both firewalls may look something like this:
= Allow the protected host to establish any service sessions with the remote server.

= Allow any session that has already been established to pass.
= Drop all other traffic.

The first rule allows the protected host to establish connections to the remote server. This means that the only time
a packet with the SYN bit set is allowed to pass is if the source address is from the protected host and the
destination is the remote server. When this is true, any service on the remote server may be accessed.

The second rule is a catchall. Basically it says, “If the traffic appears to be part of a previously established
connection, let it pass.” In other words, all traffic is OK—provided that the SYN bit is not set and all other bits are
off.

The third rule states that if any traffic does not fit neatly into one of the first two rules, drop it just to be safe.

Both our firewall devices use the same ACL. The difference is in the amount of information each has available in
order to control traffic. Let’s transmit some traffic to see what happens.

In Figure 5.6, the internal system tries to set up a communication session with the remote server. Since all passing
traffic passes the criteria set up in the access control lists, both firewalls allow this traffic to pass.
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Figure 5.6: Connection establishment from the pT'otected host
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Once the handshake is complete, our protected host makes a data request. This packet will have the ACK bit set,
and possibly the PSH bit. When the remote server receives this request, it will also respond with the ACK bit set
and possibly the PSH bit, as well. Once the data transfer is complete, the session will be closed, each system
transmitting a packet with the FIN bit set.

Figure 5.7 shows this established session passing data. Note that we have no problems passing our firewall devices
because of our second rule: “Allow any session that has already been established to pass.” Each firewall is making
this determination in a slightly different way, however.
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Figure 5.7: An established session between the two hosts

Our static packet filter is simply looking at the flag field to see if the SYN bit is the only bit set. Since this is not
true, the static packet filter assumes that this data is part of an established session and lets it pass through.

Our dynamic packet filter is doing the same check, but it also created a state table entry when the connection was
first established. Every time the remote server tries to respond to the protected host, the state table is referenced to
insure the following:

= The protected host actually made a data request.

= The source port information matches the data request.
= The destination port information matches the data request.

In addition, the dynamic packet filter may even verify that the sequence and acknowledgment numbers all match.
If all this data is correct, the dynamic packet filter also allows the packets to pass. Once the FIN packets are sent
by each system, the state table entry will be removed. Additionally, if no reply is received for a period of time
(anywhere from one minute to one hour, depending on the configuration), the firewall will assume that the remote
server is no longer responding and will again delete the state table entry. This keeps the state table current.

Now let’s say that Woolly Attacker notices this data stream and decides to attack the protected host. The first thing
he tries is a port scan on the protected system to see if it has any listening services. As you can see in Figure 5.8,
this scan is blocked by both firewall devices, because the initial scanning packets have the SYN bit set and all
other bits turned off.
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Figure 5.8: Both filtering methods can block a port scan.

Not to be put off, Woolly Attacker attempts to perform a FIN scan by transmitting packets with the ACK and FIN
bits set to 1. Now the results are a bit different. Since the packet filter is simply looking for the SYN bit being set
to 1, it happily passes this traffic along, as this condition has not been met.

Our dynamic packet filter, however, is a bit more fussy. It recognizes that the SYN bit is not set and proceeds to
compare this traffic to the state table. At this point, it realizes that our protected host has never set up a
communication session with Woolly Attacker. There is no legitimate reason that Woolly Attacker should be trying
to end a session if our protected host never created one in the first place. For this reason, the traffic would be
blocked. This is shown in Figure 5.9.
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Figure 5.9: The effects of performing a FIN scan

So what if Woolly Attacker tries to spoof the firewall by pretending to be the remote server? In order for him to
perform this attack successfully, a number of conditions would have to be met:
= Woolly Attacker would have to spoof or assume the IP address of the remote server.

» |f the address has been assumed, Woolly Attacker might have to take further measures
to insure that the remote server cannot respond to requests on its own.

» [f the address has been spoofed, Woolly Attacker would need some method of reading
replies off the wire.

=  Woolly Attacker would need to know the source and destination service ports being used
so that his traffic will match the entries in the state table.

= Depending on the implementation, the acknowledgment and sequence numbers might
have to match, as well.
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=  Woolly Attacker would have to manipulate the communication session fast enough to
avoid timeouts, both on the firewall and on the protected host.

So while it is possible to launch this type of attack, it is not very easy to succeed. Clearly, Woolly Attacker would
have to be very knowledgeable and feel that he has much to gain by going to all this effort.

Keep in mind that this discussion is theory only. Your actual mileage with a specific firewall product may vary.
For example, at the time of this writing, Check Point’s FireWall-1 product (which is a dynamic packet filter) has a
touted feature that allows the state table to be maintained even after a rule set change. Unfortunately, this feature
also means that state is not always maintained as effectively as it should be. In the FIN scan attack just described,
Check Point’s FireWall-1 would have passed along the scan packets, as well.

UDP Traffic and Dynamic Packet Filtering

As you have seen, static packet filtering has some real problems handling UDP traffic. This is because the UDP
header has zero information regarding connection state. This is where dynamic packet filtering can be extremely
useful, as the firewall itself is able to remember state information. It does not rely on information within the packet
header but maintains its own tables regarding the state of all sessions.
Tip It is strongly advised that dynamic packet filtering be used instead of static filtering when
UDP traffic must be allowed through. The addition of state table information makes this
firewall method far more secure with no loss in service.

Is My Transport Supported?

The implementation of dynamic packet filtering is transport specific. That means it has to be specifically
implemented for each protocol transport, such as TCP, UDP, and ICMP. When choosing a dynamic packet filter,
make sure that the firewall is capable of maintaining state for all transports that you wish to use.

For example, with version 1.x of FireWall-1, state was only maintained with UDP traffic. While it is true that this
is where such traffic control was most needed, TCP and ICMP were regulated in the same manner as a static
packet filter. It was not until version 2.x that state was maintained for TCP traffic, as well.

Dynamic Packet Filter Summary

Dynamic packet filters are intelligent devices that make traffic-control decisions based on packet attributes and
state tables. State tables enable the firewall device to “remember” previous communication packet exchanges and
make judgments based on this additional information.

The biggest limitation of a dynamic packet filter is that it cannot make filtering decisions based upon payload,
which is the actual data contained within the packet. In order to filter on payload, you must use a proxy-based
firewall.

Stateful Filtering

Stateful filtering improves upon the power of dynamic packet filtering. First implemented by Check Point under
the name “Stateful Multilevel Inspection,” stateful rules are protocol-specific, keeping track of the context of a
session (not just its state). This allows filtering rules to differentiate between the various connectionless protocols
(like UDP, NFS, and RPC), which—because of their connectionless nature—were previously immune to
management by static filtering and were not uniquely identified by dynamic filtering.

The greatest addition that stateful filtering provides to dynamic filtering is the ability to maintain application state,
not just connection state. Application state allows a previously authenticated user to create new connections
without reauthorizing, whereas connection state just maintains that authorization for the duration of a single
session.

An example of this would be a firewall that allows internal access based on per-user authentication. If an
authenticated user attempts to open another browser, dynamic filtering router would prompt the user for his
password. Stateful filtering, however, would recognize that a pre-existing (and concurrent) connection is being
maintained with that same machine, and would automatically authorize the additional session.

Proxies

A proxy server (sometimes referred to as an application gateway or forwarder) is an application that mediates
traffic between two network segments. Proxies are often used instead of filtering to prevent traffic from passing
directly between networks. With the proxy acting as mediator, the source and destination systems never actually
“connect” with each other. The proxy plays middleman in all connection attempts.
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How a Proxy Passes Traffic

Unlike its packet-filtering counterparts, a proxy does not route any traffic. In fact, a properly configured proxy will
have all routing functionality disabled. As its name implies, the proxy stands in or speaks for each system on each
side of the firewall.

For an analogy, think of two people speaking through a language interpreter. While it is true these two people are
carrying on a conversation, they never actually speak to one another. All communication passes through the
interpreter before being passed on to the other party. The interpreter might have to clean up some of the language
used, or filter out comments or statements that might seem hostile.

To see how this relates to network communications, refer to Figure 5.10. Our internal host wishes to request a
Web page from the remote server. It formulates the request and transmits the information to the gateway leading to
the remote network, which in this case is the proxy server.

HTTP Application
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Figure 5.10: A proxy mediating a communication session

Once the proxy receives the request, it identifies what type of service the internal host is trying to access. Since in
this case the host has requested a Web page, the proxy passes the request to a special application used only for
processing HTTP sessions. This application is simply a program running in memory that has the sole function of
dealing with HTTP communications.

When the HTTP application receives the request, it verifies that the ACL allows this type of traffic. If the traffic is
acceptable, the proxy formulates a new request to the remote server—only it uses itself as the source system. In
other words, the proxy does not simply pass the request along; it generates a new request for the remote
information.

This new request is then sent to the remote server. If the request were checked with a network analyzer, it would
look like the proxy had made the HTTP request, not the Internal host. For this reason, when the remote server
responds, it responds to the proxy server.

Once the proxy server receives the reply, it again passes the response up to the HTTP application. The HTTP
application then scrutinizes the actual data sent by the remote server for abnormalities. If the data is acceptable,
the HTTP application creates a new packet and forwards the information to the internal host.

As you can see, the two end systems never actually exchange information directly. The proxy constantly butts into
the conversation to make sure that all goes securely.

Since proxies must “understand” the application protocol being utilized, they can also implement protocol-specific
security. For example, an inbound FTP proxy can be configured to filter out all put and mput requests received by
an external system. This could be used to create a read-only FTP server: people outside the firewall would be
unable to send the FTP server the commands required to initiate a file write. They could, however, perform a file
get, which would allow them to receive files from the FTP server.

Tip Proxy servers are application specific. In order to support a new protocol via a proxy, a
proxy must be developed for that protocol. If you select a proxy firewall, make sure that it
supports all the applications you wish to use.

There are stripped-down proxies know as plug gateways. These are not true proxies because they do not
understand the application they are supporting. Plug gateways simply provide connectivity for a specific service
port and offer little benefit beyond dynamic filtering.

Client Configuration in a Proxy Environment

Some proxy servers require all internal hosts to run connection software such as SOCKS or a modified winsock.dll
file. Each of these programs serves a single function: to forward all non-local traffic to the proxy. Depending on
the environment, this can be extremely beneficial or a complete pain in the rear quarter.
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Benefits of a Proxy Client

There are a number of benefits to running proxy client software. The first is ease of configuration. Since the client
is designed to forward all non-local data requests to the proxy, the only required configuration information is a
valid IP address and subnet mask. Router and DNS parameters can be ignored, because this information only
needs to be configured on the proxy.

In fact, many proxies do not even require that you use IP as a protocol. For example, Microsoft Proxy Server 2.0
ships with a replacement winsock.dll file, which allows IPX to be used on the local workstations. Once the traffic
reaches the proxy, it is translated to IP and forwarded to the remote server. For an environment that is
predominantly IPX-based, this can be a very simple solution that avoids running additional protocols on the
network.

Proxy clients can also offer transparent authentication in order to validate outbound connection attempts based on

logon name and password. For example, Novell’s BorderManager integrates with NetWare Directory Services

(NDS) to transparently authenticate users as they access the Internet. As long as a user is authenticated to NDS,

that user is not prompted for a password when accessing Internet resources.

Note User authentication of outbound sessions is used for increased logging and management.

If authentication is not used, a firewall must rely on the source IP address to identify who
has accessed which Internet resources. This can be a problem; all a user has to do in order
to change her identity is change her IP address. This can be a serious problem in a DHCP
or bootp environment if you wish to track all of your users.

Drawbacks to a Proxy Client

Unfortunately, there are a number of drawbacks to using a proxy client. The first is deployment. If you have 1,000
machines that will need to use the proxy server, plan on loading additional software on each of these machines.
Software compatibility may also be a problem; some applications may not be compatible with the replacement
winsock.dll file. For example, many Winsock replacements are still written to the 1.x specification, although there
are now applications that require Winsock 2.x.

And what if many of your desktop machines do not run Windows? Many proxies do not provide client software
for any operating system other than Windows. In this case, you have to be sure that all IP applications you wish to
use are SOCKS compliant. While there are SOCKS versions of many IP applications such as telnet and FTP, it’s
all too often the case that a favorite application is not SOCKS compliant.

Client software can also be a problem for mobile or laptop users. For example, let’s say you are a laptop user who
connects to the local network during the day and dials in to your Internet Service Provider (ISP) in the evening. In
this case, you would have to make sure that your proxy client is enabled during the day, but disabled at night. Not
exactly the type of procedure you’d want to have your pointy-haired boss performing on a daily basis.

Finally, a proxy client can be a real problem if you have multiple network segments. This is because the proxy
client expects to forward all non-local traffic to the proxy server—not a good solution if you have a large network
environment with many subnets. While some configurations do allow you to exempt certain subnets from being
forwarded to the proxy, this typically involves modifying a text file stored on the local workstation. Again, if you
administer 1,000 desktop machines, plan on putting in quite a few long nights just to update all your desktop
machines regarding a subnet address change.

Transparent Proxies

Not all proxies require special client software. Some can operate as a transparent proxy, which means that all
internal hosts are configured as though the proxy were a regular router leading to the Internet. As the proxy
receives traffic, it processes the traffic in a fashion similar to our example in Figure 5.10.

If you decide that a proxy firewall is the best fit for your security requirements, make sure you also decide whether
you wish to use a transparent or a non-transparent proxy. The marketing material for many proxy packages can be
a bit vague about whether the package requires special client software. Typically, if a product claims to support
SOCKS, it is not a transparent proxy. Make sure you know the requirements before investing in a firewall
solution.

Filtering Java, ActiveX, and HTML Scripts

As you have seen, proxies can analyze the payload of a packet of data and make decisions as to whether this
packet should be passed or dropped. This is a powerful feature, that gives the administrator far more ability to
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scrutinize what type of data should be allowed into the network. When it comes to content filtering, the first thing
most people think about is Java and ActiveX.

Java is a portable programming language. Portable means it is designed to be run on any network operating
system. Typically, Java support is accomplished through the use of a Java-aware Web browser. Java programs are
referred to as applets.

ActiveX is a specialized implementation of a Microsoft Object Linking and Embedding (OLE) or Component
Object Model (COM) object. With ActiveX, you create a self-sufficient program known as an ActiveX control.
The benefit to an ActiveX control is that it can be shared across multiple applications. ActiveX is not a
programming language. ActiveX controls are created using some other programming language such as C++,
PowerBuilder, Visual Basic, or even Microsoft Java.

Java applets and ActiveX controls can be pulled down from a server and run on any compatible Web browser.
Functionality for these programs can include anything from dancing icons to shared applications. There are few
limits to the types of programs that can be created.

This is where our problems begin. While both Java and ActiveX were developed with security in mind (Java
probably more so than ActiveX), quite a few exploits have been discovered in both.
Note To have a look at the kinds of exploits that can be performed, point your Web browser at
www.digicrime.com. This site contains a number of Java and ActiveX exploits that show
just how malicious these programs can be in the wrong hands.

Now that you know why using Java and ActiveX can be a bad thing, the question is, what can you do about it?
Many proxy firewalls provide the ability to filter out some or all Java and ActiveX programming code. This allows
your users to continue accessing remote Web sites—without fear of running a malicious application.

For example, FireWall-1 includes proxy applications that are referred to as security servers. Security servers give
the firewall administrator the ability to identify certain program codes that he wishes to filter out. Figure 5.11
shows the URI dialog box that allows the FireWall-1 administrator to pick and choose the types of code he wants
to filter out.
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Figure 5.11: The URI Definition dialog box allows you to filter programming code.

The HTML Weeding check boxes allow the administrator to filter out all tag references to Java scripts, Java
applets, or even ActiveX controls. The Block JAVA Code check box causes the firewall to filter out any and all
Java programming code. The combination of these options provides some flexibility in determining what types of
data are allowed to reach your internal Web browsers.

Note Enabling these features blocks both good and bad code, without distinguishing
between the two. In other words, your choices are all or nothing. There are,
however, proxies that can selectively filter out only “known to be malicious”
programming code. While this allows some Java and/or ActiveX to be passed
through the proxy, it does so at a reduced level of security. These proxies can
only filter out krown problems; they cannot help with exploits that have yet to be
discovered. Unless you stay on top of the latest exploits, you may still end up
letting some malicious code past your firewall.

What Type of Firewall Should | Use?

This section title asks a completely loaded question. Post this question to any firewall discussion list, and you are
guaranteed to start a flame war. (For real fun, follow this question up with “Should I run my firewall on
Macintosh, UNIX, Linux, NT, Windows 2000 or a vendor-specific platform?”)
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There are no clear-cut absolutes for choosing a particular type of firewall solution. Anyone who tells you
otherwise has a product to push. Cost, business need, and security requirements should all be considered when you
are looking for a proper solution.

Since static filtering is considered weak, it is the lowest level of perimeter security. It is also the most basic,
however, as static filtering ability is built into most routers. If you have a permanent WAN connection, chances
are you are using a router. If you have a router, you should be performing static packet filtering as a minimum.

Dynamic Filtering or Proxy?

Each of these firewalls has its strengths and weaknesses. Dynamic filtering is typically easier to work with than a
proxy and has a better ability to meet most business needs, but it is not quite as competent at screening traffic as a
proxy server may be. While both a dynamic packet filter and a proxy will block traffic known to be bad, each can
act a little differently in the face of dubious traffic.

For example, let’s say you have two firewalls: a dynamic packet filter and a proxy. Each receives a packet of data
that has the high-priority flag set for a certain application, and neither has been programmed as to how to handle
this type of data. Typically (but not always), the dynamic packet filter would pass questionable traffic, while the
proxy would drop it. In addition, since the proxy is application aware, it could further check the contents of the
actual data, while the dynamic packet filter could not. Again, this is theoretical comparison between two forms of
perimeter protection. Your actual mileage may vary, depending on the specific product you choose.

Proxies tend to be a bit more secure, but it can be more difficult to get them to fit a particular business need. For
example, many proxies have trouble supporting modern services such as Microsoft’s NetMeeting or Real Audio
and Video. So while the level of perimeter security is higher, this is of little comfort if a proxy is unable to meet
the business requirements of the organization it is protecting.

The most secure perimeter security device is a pair of wire cutters. Since few organizations are willing to use this
security device, and want Internet connectivity, some level of risk must be assumed. A proper firewall selection
meets all the business needs of connectivity while employing the highest level of security possible. Additionally, a
good firewall product will incorporate both dynamic packet filtering and proxy technology in order to provide the
highest level of security and flexibility.

Which Platform Should | Choose?

This topic has been the subject of many a religious war. Search the archives of any firewall mailing list and you
will find volumes on this specific topic. Just like a religious belief system, the selection of a proper firewall
platform is a personal decision that you should make only after proper investigation.

This section is not going to tell you which platform to choose; it will simply point out some of the strengths and
weaknesses of each platform and leave the final decision up to you. Just like choosing a proper firewall product,
choosing the operating system to run it on is clearly not a one-size-fits-all prospect.

One primary distinction that exists is between server-based and appliance-based firewalls. A server-based firewall
is an application that runs on top of an operating system. An example is Check Point’s Firewall-1, which runs on
Windows NT and 2000. An appliance-based firewall, or integrated solution, is a firewall application that runs on
proprietary hardware and software. For example, the Cisco PIX firewall is an example of an integrated device in
which the entire system is not capable of being anything other than a firewall, and does not include a hard drive or
other traditional components of a server. Because of its integrated and proprietary nature, these boxes are
traditionally faster, more robust, and considered more secure than server-based firewalls. Server-based firewalls,
on the other hand, often provide additional configuration and support options, and can be cheaper than the
integrated solutions.

Server-Based Firewalls
Server-based firewalls are applications that run on top of an operating system. Firewalls exist for the following
platforms:

= Macintosh

=  Unix

= Linux
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=  Microsoft Windows NT

=  Microsoft Windows 2000

Macintosh

As unlikely a choice as this might seem to most system administrators, there are firewall products designed for the
Macintosh operating system. And although some system administrators might scoff at the idea, there are
impressive examples of secure Mac-based Internet systems—including the United States Army, which has been
hosting its Web site on a WebSTAR server running the Macintosh OS since the early part of 1999, and that server
hasn’t been successfully hacked since.

However, the Macintosh operating system is undergoing a radical change, which will culminate in 2001 with the
release of the consumer version of OS X (10). OS X is based on the NeXTStep operating system, which itself is
based on the Mach kernel and BSD (Berkeley Software Distribution of UNIX). Even though Apple has released
the source code of OS X, it has made significant changes to the kernel to adapt it to the Macintosh platform. It has
yet to be seen how these changes (along with Apple-specific implementations of DNS and HTTP) will affect the
security as whole.

Macintosh Strengths So what distinguishes the Macintosh as an operating system from other notable server
OSs? There is a widespread belief that running a firewall on a Mac will be inherently more secure simply because
most hackers are unfamiliar with Mac technology. And while there are some reported vulnerabilities in
applications that run on the Mac, very few reports exists about weaknesses of the operating system itself.

There is also the ease of configuration. Because the Macintosh is GUI-only and offers few network services
(beyond basic file and print), complexity (the bane of any security system) is greatly reduced.

Finally, a firewall running on the new OS X will see benefits of performance (from a cutting-edge UNIX-based
operating system), configuration (each specific service can be turned on or off at will), and support tools (most
UNIX-based security support utilities will run on OS X).

Macintosh Weaknesses There are some significant weaknesses that are actually the flip side of the Macintosh’s
strengths. Because the system is not well known, the possibility exists that many vulnerabilities are waiting to be
discovered by any hacker who might make a serious attempt to penetrate it.

Also, because a Macintosh server has only a limited number of configuration and application choices,
administrators may feel that they miss extras—Ilike the ability to highly customize the components on their server.

And although there are firewall products for the Macintosh, most of these are designed to be personal firewalls,
not to function as servers to protect an entire network. This, coupled with the lack of many supportive tools for
firewalls (such as Macintosh-based analysis and response tools), significantly limits the flexibility of a Macintosh-
based firewall.

There is also the issue of performance. Although in recent years Apple hardware has seen very impressive
performance, the operating system has not followed suit. As a result, a very busy Macintosh server acting as a
firewall and router can potentially become overwhelmed.

Furthermore, OS X will introduce some new weaknesses. Because of its UNIX heritage, the greatest initial
security risks on OS X come from the daemons (services) that are installed by default—something that we’ll cover
more in depth in talking about UNIX (below).

UNIX

UNIX has been around far longer than other operating systems, including Microsoft Windows NT (and NT-based
operating systems like Windows 2000), and the first firewalls were designed on Unix systems. This means that the
idiosyncrasies of the platform are well understood and documented, and the firewall products that run on it are
stable. Although most versions of Unix are sold commercially (such as Sun’s Solaris, HP’s HP-UX, and IBM’s
AIX), it is still considered a fairly open system because so much is known about its fundamental structure and
services. When security weaknesses are discovered with Unix, they tend not to be with the core operating system,
but with services and applications running on top of it.

Unix also has the benefit of outperforming other operating systems. This, combined with the many hardware
platforms and configurations that support Unix, makes it a preferred operating system for intensive and large data
operations. Good firewall practice dictates that all applications and components not essential to the operation of
the firewall are disabled, and this is particularly easy to accomplish in UNIX.
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UNIX Strengths Specific strengths of UNIX are many. It is highly configurable, well understood by many in the
security industry, and is the most prominent operating system in existence. Many resources are dedicated to
understanding and fixing any security issues that might arise.

UNIX is also considered to be a very stable high-performing operating system. In addition because of its ability to
run on multiple hardware platforms (such as the DEC Alpha and the IBM RS/6000), and on multiple-processor
versions of these platforms, it can support high data rates required of any firewall supporting a large network. It is
also relatively immune from the need to reboot the machine after configuration changes, something that has
afflicted Windows NT-based systems.

There are more security and security support products for UNIX than for any other platform (although Windows
NT is a close second). This, coupled with its 30-year history, has made UNIX the preferred choice for many large
organizations.

UNIX Weaknesses So what are the negatives? Problems arise when inexperienced Unix administrators place
firewalls on “out of the box” installations and don’t disable the many vulnerable (but potentially valuable on a
non-firewall system) programs and services (daemons) that are enabled by default. And because many of these
daemons are configured to run in the security context of the root (the all-powerful superuser account) they provide
an attacker with complete access to the system once they have exploited vulnerable system components.
Deactivating daemons is relatively simple. Administrators simply remove or rename the scripts that activate the
respective daemon at boot time, or comment out the line in the inetd.conf configuration file, if the daemon is
called by inetd. (See the following view of an inetd.conf configuration file.)

# These are standard services.

#

ftp stream tcp nowait root /usr/sbin/tcpd in.ftpd -l -a
telnet stream tcp nowait root /usr/sbin/tcpd in.telnetd
gopher stream tcp nowait root /usr/sbin/tcpd gn
#smtp stream tcp nowait root /usr/bin/smtpd smtpd
#nntp stream tcp nowait root /usr/sbin/tcpd in.nntpd
#

# Shell, login, exec and talk are BSD protocols.

#

shell stream tcp nowait root /usr/sbin/tcpd in.rshd
login stream tcp nowait root /usr/sbin/tcpd in.rlogind
#exec stream tcp nowait root /usr/sbin/tcpd in.rexecd
talk dgram udp wait root /usr/sbin/tcpd in.talkd
ntalk dgram udp wait root /usr/sbin/tcpd in.ntalkd
#dtalk stream tcp waut nobody /usr/sbin/tcpd in.dtalkd
#

# Pop and imap mail services et al

#

pop-2 stream tcp nowait root /usr/sbin/tcpd ipop2d
pop-3 stream tcp nowait root /usr/sbin/tcpd ipop3d
imap stream tcp nowait root /usr/sbin/tcpd imapd

#

# Tftp service is provided primarily for booting. Most sites

# run this only on machines acting as "boot servers." Do not uncomment
# this unless you *need* it.

#

#tftp dgram udp wait root /usr/sbin/tcpd in.tftpd
#bootps dgram udp wait root /usr/sbin/tcpd bootpd
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#

# Finger, systat and netstat give out user information which may be
# valuable to potential "system crackers." Many sites choose to disable
# some or all of these services to improve security.

#

# cfinger is for GNU finger, which is currently not in use in RHS Linux
#

finger stream tcp nowait root /usr/sbin/tcpd in.fingerd
#cfinger stream tcp  nowait root /usr/sbin/tcpd in.cfingerd
#systat stream tcp  nowait guest /usr/sbin/tcpd /bin/ps -auwwx
#netstat stream tcp nowait guest /usr/sbin/tcpd /bin/netstat -f
inet

#

# Time service is used for clock synchronization.

#

time stream tcp nowait nobody /usr/sbin/tcpd in.timed

time dgram udp wait nobody /usr/sbin/tcpd in.timed

#

# Authentication

#

auth stream tcp nowait nobody /usr/sbin/in.identd in.identd
-l-e-o

#

# End of inetd.conf

More weaknesses are exploited in Unix on a weekly basis than on any other operating system. As an example,
CERT (the Computer Emergency Response Team at Carnegie Mellon) reported on September 15, 2000 that
hackers were using two common vulnerabilities to conduct widespread attacks. The first vulnerability is with the
rpe.statd daemon that is used to support NFS (Network File System). The second is with wu-ftpd, an ftp server
package provided by Washington University. Because these services are installed and activated on most UNIX
(and Linux) systems by default, administrators who install firewalls on default installations are leaving their entire
network vulnerable.

Unix is considered to be a more difficult system to learn and administer, and the cost of a Unix system has
traditionally been more expensive than other operating systems. And because there are so many documented
weaknesses with Unix, an administrator has to invest more time in securing the system; otherwise an attacker with
access to the same information on Unix vulnerabilities can take advantage of “so many holes.”

OpenBSD: An exception to the UNIX rule One UNIX variation that minimizes the risk of pre-installed
vulnerable daemons is OpenBSD. OpenBSD installs with no accessibility; the administrator is forced to manually
choose which services and components will run.

Created and maintained by volunteers and distributed for free, OpenBSD is sometimes confused with Linux. In
fact, it is a very tightly controlled collaborative UNIX project with specific goals. While weaknesses can still be
found, the response time to correct those weaknesses is considered the best in the industry. That, coupled with a
proactive attitude toward locating and correcting software errors, makes OpenBSD a compelling choice for many
firewall administrators.

Linux

What about Linux, the most significant challenger in the operating system wars in recent memory? Linux shares
many of the strengths and weaknesses of UNIX.

Linux Strengths Like Unix, the Linux platform is highly configurable, stable, well-understood, and has many
available security related products. The greatest attraction to Linux, however, is its open nature. In fact, Linux is
more open than OpenBSD, and many in the security industry favor this principle of exposing source code to as
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many eyes as possible in the search for errors and vulnerabilities. And the communal nature of the Linux
community means a ready and willing support group for security specialists with concerns and questions.
Linux Weaknesses The factors that weigh against Linux are that it’s difficult to learn and has many known
vulnerabilities.

Microsoft Windows NT

In contrast to Linux, Microsoft brings the power of familiarity. As Cervantes observed in Don Quixote, however,
familiarity breeds contempt, and that’s true of Microsoft Windows NT and Windows 2000.

NT Strengths Since Windows NT is an extension of the Windows Desktop environment (by far the most popular
operating system ever produced), NT is a far more familiar environment to the typical end user. This means that
the user is not forced to learn a completely new environment just to run firewall software. Even more important, a
company is not required to hire additional resources just to manage its firewall.

In fact, NT-based systems have traditionally been less expensive than their UNIX counterparts, and the fact that
the investment in hardware and software (let alone expertise) is usually less for an NT-based system must be taken
into account.

It is argued that familiarity augments security. Since people are familiar with NT, they are less likely to configure
the platform incorrectly and cause a security problem. While it may or may not be true that UNIX can be
configured to be a more secure environment, certainly a secure environment can never be achieved if a user does
not understand how to properly manage it.

Finally, the argument can be made for consistency. Since many organizations run NT for file, print, and
application services, it makes sense to standardize on this one platform for all required services. This makes
administration easier and more harmonious. It also helps to reduce or abolish compatibility problems.

NT Weaknesses The greatest weakness attributed to NT is one of perception—that Microsoft is slow and
reluctant to admit and correct security weaknesses. While there has been an incident where a third party has
discovered a weakness, privately notified Microsoft, and then notified the public because they waited for over a
month for Microsoft to announce a patch, there is no evidence that this is a pattern. And while significant
vulnerabilities have been discovered, they have, for the most part, been limited to services that are not pre-
installed on NT and would not be placed on a firewall system (like IIS—Microsoft’s Web server).

Because of the proprietary nature of NT, not much is known about the internal workings of the services, and they
are not configurable to the same degree as UNIX daemons. This might also provide some uncertainty for security
specialists who are looking for the most secure platform with which to run their firewall.

Other negatives include the need to reboot NT servers after configuration changes (or even after several days or
weeks of operation due to system instability), and purchase and licensing fees associated with an NT server.

Windows 2000

How does Windows 2000 compare to Windows NT? Windows 2000 shares many common weaknesses with
Windows NT, including its proprietary nature, the perceived reluctance on the part of Microsoft to admit (and
remedy) vulnerabilities, and the significant costs associated with using a Windows product. Like NT, Windows
2000 also has the strength of user familiarity and consistency throughout the network.

Windows 2000 does have some unique strengths that distinguish it from NT. First is the ability to make
configuration changes without needing to restart the server. Second is the increased stability of the server, which
lengthens its uptime (and therefore, increases reliability).

Many experts believe that it is too early to determine how secure W2K is compared to NT, and that more time is
necessary to expose potential errors and vulnerabilities. Some weaknesses unique to W2K have already been
discovered and patched—such as the vulnerability in the Telnet Service that would allow a hacker to take full
control of an administrative telnet session, leaving the entire server (and potentially the entire network) exposed
and at risk.

Appliance-Based Firewalls

Also called integrated solutions, appliance-based firewalls run on proprietary hardware and software, and usually

consist of a physically small box with network connections and a power source. Appliance-based firewalls include
= Cisco Pix

= Check Point VPN-1
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= eSoft Interceptor

» Progressive Systems Phoenix Adaptive Firewall
=  SonicWALL PRO

=  WatchGuard LiveSecurity System 4.1

Integrated firewalls provide an all-in-one solution, with the vendor supplying the hardware, software, and
operating system. Integrated solutions are quite popular, especially for small businesses that do not have a full-
time IT staff and require basic firewall functionality without the need for advanced customization. Larger
businesses also rely on more expensive, higher-end integrated firewalls to handle the extreme traffic flow
generated by having many computers that require protected access to the Internet, or e-commerce sites that have
millions of visitors a day.

Appliance Strengths

The greatest benefit of integrated solutions is their short configuration time. Many firewalls are pre-configured to
protect your network literally out of the box. Simply by connecting the Internet into one port, and your internal
network into another, the device begins to immediately filter network traffic. Small businesses benefit from this
simplicity, especially when they do not have a full-time or experienced IT staff. If configuration is required,
administration can be done from a simple Web browser or from the installation of a proprietary administrative
utility.

Performance is the other benefit most often cited by large corporations who purchase integrated firewalls. Because
these firewalls use programmable hardware (also called firmware), they can operate at much higher speeds than
those firewalls that have an extra layer of operating system and hardware, (both of which are designed to do
general computing tasks, and have not been optimized for firewall tasks).

This focus on dedicated design also has the potential of reducing firewall costs, since there is no requirement to
purchase an operating system and licenses in addition to the firewall application; everything is included in a tightly
integrated package by the vendor. This monolithic approach (where everything is controlled, designed, and
supported by vendor) can actually increase security by minimizing the number of hands in the pie. And simplicity
(having one vendor produce everything) is considered the Holy Grail of any security system.

Appliance Weaknesses

On the other hand, such a monolithic approach to a firewall might limit the flexibility of a product or the ability to
upgrade the underlying hardware (such as installing more RAM as desired in a server-based firewall). Appliances
also limit an organization to one vendor for their entire security system, as opposed to using a modular system that
could encourage “best of breed” for all components—the best operating system tied to the best firewall which
feeds into the best analysis system, with all three coming from different vendors.

Appliances have also been known to be more expensive than simple software solutions, and depending on the
level of complexity needed by your organization, you might be better served by going with a traditional software
firewall.

Additional Firewall Considerations

No matter what type of firewall you choose, there are some potential features that you should analyze closely
before selecting a specific firewall product. These features are common to all types of firewalls, so we will review
them here in a two-part summary.
= Firewall Functionality
o Address translation
o Firewall logging and analysis
o VPNs
= Management
o Intrusion Detection and Response
o Integration and deployment
o Authentication/Access Control/LDAP
o Third-party tools
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We will examine each of these features and the issues you need to consider when choosing a firewall product.

Address Translation

Address translation is considered a basic firewall function. Don’t trust a firewall product that doesn’t include this
option. When an IP address is converted from one value to another, it is called address translation. This feature
has been implemented in most firewall products and is typically used when you do not wish to let remote systems
know the true IP address of your internal systems. Figure 5.12 shows the typical deployment of this configuration.
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Figure 5.12: Address translation

Our internal workstation wishes to access an external Web site. It formulates a request and delivers the
information to its default gateway, which in this case is the firewall. The desktop system has one minor problem,
though: the subnet on which it is located is using private addressing.
Private addressing is the use of IP subnet ranges that can be used by any organization when addressing its internal
hosts. This is allowable because these ranges are not permitted to be routed on the Internet. While this means we
can use these addresses without fear of conflict, it also means that any request we send out to a remote system will
not know which route to take in order to reply. These ranges are

= 10.0.0.0-10.255.255.255

= 172.16.0.0-172.32.255.255

= 192.168.0.0-192.168.255.255

It’s All in the Port Numbers

How does the firewall distinguish between replies that are coming back to this workstation and traffic that is
destined for other systems or for the firewall itself? If the firewall is translating the address of all desktop
machines to match the address of its own interface, how does it tell the difference between different sessions?
Look closely at the two packet headers in Figure 5.12 and you will see that one other value has been changed.
Along with the source IP address, the firewall has also changed the source port number. This port number is used
to identify which replies go to which system.

Remember that the source port is typically a value dynamically assigned by the transmitting system. This means
that any value above 1023 is considered acceptable. There should be no problems with having the firewall change
this value for accounting purposes. In the same way that the source port number can be used between systems to
distinguish between multiple communication sessions, the firewall can use this source port number to keep track
of which replies need to be returned to each of our internal systems.

Our firewall will modify the IP header information on the way out and transmit the packet to its final destination.
On the way back, our firewall will again need to modify the IP header in order to forward the data to the internal
system. In the reply packet, it will be the destination IP address and service port that will need to be changed. This
is because the remote server will have replied to the IP address and source port specified by the firewall. The
firewall needs to replace these values with the ones used by the desktop workstation before passing along the
information.
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So while our workstation could reach the remote server, the remote server would not be able to reply. This is
where address translation is useful: we can map the IP address of the workstation to some other legal IP address.
In the case of Figure 5.12, we have translated the desktop’s IP address of 192.168.1.50 to the same legal address
used by the external interface of the firewall, which is 199.53.72.2.

There are three ways of deploying address translation:
= Hiding Network Address Translation (hiding NAT)

= Static Network Address Translation (static NAT)
= Port Address Translation (PAT)

The benefits and limitations of each are reviewed in the following sections.

Hiding NAT

Hiding NAT functions exactly as described in Figure 5.12. All internal IP hosts are hidden behind a single IP
address. This can be the IP address of the firewall itself or some other legal number. While hiding NAT can

theoretically support thousands of concurrent sessions, multiple hiding addresses can be used if you require

additional support.

The biggest limitation of hiding NAT is that it does not allow the creation of any inbound sessions. Since all
systems are hidden behind a single address, the firewall has no way of determining which internal system the
remote session request is destined for. Since there is no mapping to an internal host, all inbound session requests
are dropped.

This limitation can actually be considered a feature, as it can help augment your security policy. If your policy
states that internal users are not allowed to run their own servers from their internal desktop machines (Web, FTP,
and so on), using hiding NAT for all desktop machines is a quick way to insure that these services cannot be
directly accessed from outside the firewall.

Static NAT

Static NAT functions similarly to hiding NAT, except that only a single private IP address is mapped to each
public IP address used. This is useful if you have an internal system using private IP addresses, but you wish to
make this system accessible from the Internet. Since only one internal host is associated with each legal IP
address, the firewall has no problem determining where to forward traffic.

For example, let’s assume that you have an internal Exchange server and you wish to enable SMTP functionality
so that you can exchange mail over the Internet. The Exchange server has an IP address of 172.25.23.13, which is
considered private address space. For this reason, the host cannot communicate with hosts located on the Internet.

You now have two choices:
= You can change the address from a private number to a legal number for the entire
subnet on which the Exchange server is located.

= You can perform static NAT at the firewall.

Clearly, the second option is far easier to deploy. It would allow internal systems to continue communicating with
the Exchange server using its assigned private address, while translating all Internet-based communications to a
virtual legal IP address.

Static NAT is also useful for services that will break if hiding NAT is used. For example, some communications
between DNS servers require that the source and destination port both be set to port 53. If you use hiding NAT,
the firewall would be required to change the source port to some random upper port number, thus breaking the
communication session. By using static NAT, the port number does not need to be changed, and the
communication sessions can be carried out normally.
Tip Most NAT devices will allow you to use both static and hiding NAT simultaneously. This
allows you to use static NAT on the systems that need it, while hiding the rest.
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Port Address Translation (PAT)

Port address translation is utilized by most proxy firewall products. When PAT is used, all outbound traffic is
translated to the external IP address used by the firewall, in a way similar to hiding NAT. Unlike hiding NAT, the
external address of the firewall must be used. This cannot be set to some other legal value.

The method for dealing with inbound traffic varies from product to product. In some implementations, ports are
mapped to specific systems. For example, all SMTP traffic directed at the firewall’s external interface (which has
a destination port number of 25) is automatically forwarded to a specific internal system. For a small environment,
this limitation is rarely a problem. For large environments that operate multiple systems running the same type of
server (such as multiple mail or FTP servers), this deficiency can be a major obstacle.

In order to get around this problem, some proxy servers can analyze data content in order to support multiple
internal services. For example, a proxy may be able to forward all inbound SMTP mail addressed as
user@eng.bofh.org to one internal mail system and mail addressed to user@hr.bofh.org to another.

If you have multiple internal servers running the same service, make sure your firewall can distinguish between
them. I’ve seen more than one organization that has been bitten by this limitation and has been forced to place
servers outside the firewall. This is like walking to work in a blizzard because the shiny new Corvette you just
purchased got stuck in a half-inch of snow.

Firewall Logging and Analysis

While a firewall’s primary function is to control traffic across a network perimeter, a close second is its ability to
document and analyze all the traffic it encounters. Logging is important because it documents who has been
crossing your network perimeter—and who has attempted to cross, but failed. Analysis is important because it
might not be readily apparent from a casual view of the log which incidents are attempts to actually cross your
perimeter, and which are investigations for openings in the “fence” in preparation for a future attack.

What defines a good firewall log? Obviously, this comes down to personal preference. There are, however, a
number of features you should consider:
= The log should present all entries in a clear, easy-to-read format.

*= You should be able to view all entries in a single log so that you can better identify traffic
patterns, although the ability to export the log data to an analysis tool would be of even
greater value.

= The log should clearly identify which traffic was blocked and which traffic was allowed to
pass.

» |deally, you should be able to manipulate the log, using filtering and sorting, to focus on
specific types of traffic, although this feature is best suited to an analysis tool.

= The log should not overwrite itself or drop entries based upon a specific size limitation.
* You should be able to securely view logs from a remote location.

= The logging software should have some method of exporting the log to at least one common
format, such as ASCII text (preferably with some kind of delimiter). This allows the data to
be manipulated further within a reporting tool, spreadsheet, or database program.

Kind of a tall order, but all are important features. It is very rare that an attacker will gain access on the very first
try. If you schedule time to scrutinize the logs on a regular basis, you may be able to thwart an attack before it
even happens. A good logging tool will help.

For example, look at the log viewer shown in Figure 5.13. This is FireWall-1’s log viewer, and it does a very good
job of fulfilling the criteria we have listed. The log is easy to read, easy to follow, and can even be reviewed
remotely from an alternate workstation through a secure session. The Select menu option even lets you select
different filtering and sort options.
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Figure 5.13: Firewall-1’s log viewer

Look closely at the services reported in each of the packet entries in Figure 5.13. See anything strange? Our source

system Herne appears to be attempting to connect to Skylar on every TCP service port sequentially. Our display

starts at service port 20 (FTP-data) and continues one port at a time to port 35. This is an indication that Herne is

running a port scanner against Skylar in order to see what services are offered.

In contrast to this would be a log viewer such as the one used with Secure Computing’s BorderWare firewall. This

firewall maintains no less than six separate logs. While this makes tracking a particular service a bit easier, it

makes tracking a specific host far more difficult. You would need to use a third-party program in order to combine

the information and get a clear look at what is going on. Also, while the log in Figure 5.13 can be exported and

saved using a simple menu option, BorderWare requires you to enable FTP administration and manually transfer

the file to your local machine.

Tip Keep the flexibility of the log interface in mind when you are selecting a firewall product.

While the firewall’s ACL will typically be set and require very few changes, you should
plan on spending quite a bit of time reviewing your firewall logs and analyzing traffic flow.

Virtual Private Networks (VPNs)

Virtual private networks (VPNs) are considered a feature that sets a high-end firewall apart from the rest of the
crowd. VPN allow authenticated and encrypted access to an intranet through the public Internet. This means that
instead of expensive point-to-point communication, LANs or mobile users can use inexpensive ISPs to
communicate with their internal organization’s resources.

However, simply providing basic VPN service is not enough. You’ll need to determine what configuration,
management, and encryption options your firewall provides for VPNs. In some cases a dedicated VPN solution
that integrates into your firewall might provide the best results.

Intrusion Detection and Response

The ability of a firewall to notify an administrator while an attack is taking place should also enter the purchase
and deployment decision. In the case of the high-profile DoS (Denial of Service) attacks that took place in
February of 2000, the ability of the firewall systems to instantly notify the IT staff of unusual network activity
allowed several of the sites to return to functionality within the hour.

Future firewall systems promise a degree of cooperation that would allow entire networks to respond to and
reconfigure themselves in the event of an attack. While experts feel that the technology for this level of proactive
monitoring and response is feasible, challenges remain. To be truly effective, such a system would require the
cooperation and communication of all affected parties, even if this involved distinct (or even competitive)
businesses and organizations. Assuming such a level of communication and integration existed, the anonymity of
an attacker would become much more difficult to maintain, and the effects of an attack would be neutralized much
more quickly.

There are already formal and informal groups that monitor and report intrusions, as well as virus, worms, and
Trojan horse infections (such as the “I Love You” worm in May of 2000). However, the reporting mechanisms
are, more often than not, manual, requiring an “eyes on” approach. Ideally, reporting would be automatic,
standardized, and provide intelligent systems with enough information to allow for automatic or proactive
defensive actions.
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Integration and Access Control

Firewalls are integrating more and more with other network systems and services. This trend promises to simplify
administration, reduce complexity, and increase TCO (Total Cost of Ownership), as firewalls no longer have to
duplicate pre-existing network infrastructure.

Examples of integration include directory and authentication services that eliminate redundant user account
information and allow customizable authentication schemes. Two industry standards that provide these services
are LDAP (Lightweight Directory Access Protocol) and RADIUS (Remote Authentication Dial In User Service).

Lightweight Directory Access Protocol (LDAP)

LDAP creates a tunnel between two directory services, or between a directory service and a client. For firewalls,
this means that instead of creating user and group/ role accounts redundantly, the system can use accounts and
properties stored in a third-party directory service to determine access. This has a direct benefit of reducing the
administrative burden of creating and managing duplicate user and group/ role accounts, and it also reduces
complexity—the greatest enemy to any security system. Examples of directory services include Microsoft’s AD
(Active Directory), Novell’s NDS (Netware Directory Services), iPlanet’s Directory Server.

Remote Authentication Dial In User Service (RADIUS)

RADIUS offers an extensible and independent platform for authentication. Not only does this allow for customized
authentication schemes (such as smart cards or biometric devices), RADIUS servers offload the actual
authentication workload from the firewall (or LDAP-compliant directory services). By providing an infrastructure
dedicated only to authentication, RADIUS simplifies and strengthens the authentication (and as a result, access)
process.

Third-Party Tools
Many modern networks are a Frankenstein of multiple technologies from many different vendors; while this may
be an optimal collection of technology for your organization, it can be a nightmare to administer. Fortunately, new
technologies are emerging that are designed to centrally monitor and manage all of your network devices and
applications. An excellent example is HP’s OpenView which provides management in the following areas:

= Applications

= Availability

= Networks

= Performance

= Services

= Systems

= Storage and Data

The ability for your firewall to work with third-party management tools could easily be a decisive factor in which
product you choose.

But management is not the only area for which you can find third-party products. Check Point’s VPN-1 allows
other vendors to extend their features to include URL filtering, antivirus scanning, and e-mail spamming
protection. These additional benefits might justify the (usually) increased cost of such a product.

You Decide

There are some strong arguments for each choice. In order to make the proper selection for your environment, you

will need to review all of these arguments and decide which are more applicable to your particular environment.
Table 5.6 breaks down popular firewall products by price, feature, and platform.
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Table 5.6: Popular firewall products compared by price, feature, and platform
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Firewall Deployment

You have selected a firewall product—now the big question is how it should be placed within
your network environment. While there are many different opinions on this topic, the most
common deployment is shown in Figure 5.14.
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Figure 5.14: Where to place your firewall
In this design, all internal systems are protected by the firewall from Internet-based attacks.
Even remote sites connected to the organization via the WAN link are protected. All systems
that are accessible from the Internet (such as the Web server and the mail relay) are isolated
on their own subnet. This subnet is referred to as a DMZ or demilitarized zone, because while
it may be secure from attack, you cannot be 100 percent sure of its safety, as you are allowing
inbound connections to these systems.

Using a DMZ provides additional protection from attack. Since some inbound services are
open to these hosts, an attacker may be able to gain high-level access to these systems. If
this occurs, it is less likely that additional internal systems will be compromised, since these
machines are isolated from the rest of the network.

Additional network cards can be added to the firewall in order to control other types of remote
access. For example, if the company has WAN links to business partners that are not officially
part of the organization, another subnet could be created from an additional NIC card in the
firewall. All routers connecting to these remote business partners would then be located on
this subnet. The firewall would be able to control traffic between these sites and the internal
network.

Additionally, you can use the static packet filtering capability of your router to increase security
even further. This provides a multilayered wall of protection at your network perimeter. If an
exploit is found in one of your security devices, the second device may be able to patch the
leak.

There are many variations of this basic design. For example, you could add an additional type
of firewall to the configuration you saw in Figure 5.14 in order to enhance security even more.
For instance, if the firewall in the figure is a dynamic packet filter, you could place a proxy
firewall behind it in order to better secure your Internet connection.

Tip Just remember that it is always a good idea to place your firewall between the
Internet and the assets you wish to protect, so that all communication sessions
must pass through the firewall. While this may sound like an extremely basic idea,
you might be surprised—if not shocked—at the way some organizations attempt to
deploy a firewall.

Firewall Deployment

You have selected a firewall product—now the big question is how it should be placed within
your network environment. While there are many different opinions on this topic, the most
common deployment is shown in Figure 5.14.
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Figure 5.14: Where to place your firewall
In this design, all internal systems are protected by the firewall from Internet-based attacks.
Even remote sites connected to the organization via the WAN link are protected. All systems
that are accessible from the Internet (such as the Web server and the mail relay) are isolated
on their own subnet. This subnet is referred to as a DMZ or demilitarized zone, because while
it may be secure from attack, you cannot be 100 percent sure of its safety, as you are allowing
inbound connections to these systems.

Using a DMZ provides additional protection from attack. Since some inbound services are
open to these hosts, an attacker may be able to gain high-level access to these systems. If
this occurs, it is less likely that additional internal systems will be compromised, since these
machines are isolated from the rest of the network.

Additional network cards can be added to the firewall in order to control other types of remote
access. For example, if the company has WAN links to business partners that are not officially
part of the organization, another subnet could be created from an additional NIC card in the
firewall. All routers connecting to these remote business partners would then be located on
this subnet. The firewall would be able to control traffic between these sites and the internal
network.

Additionally, you can use the static packet filtering capability of your router to increase security
even further. This provides a multilayered wall of protection at your network perimeter. If an
exploit is found in one of your security devices, the second device may be able to patch the
leak.

There are many variations of this basic design. For example, you could add an additional type
of firewall to the configuration you saw in Figure 5.14 in order to enhance security even more.
For instance, if the firewall in the figure is a dynamic packet filter, you could place a proxy
firewall behind it in order to better secure your Internet connection.

Tip Just remember that it is always a good idea to place your firewall between the
Internet and the assets you wish to protect, so that all communication sessions
must pass through the firewall. While this may sound like an extremely basic idea,
you might be surprised—if not shocked—at the way some organizations attempt to
deploy a firewall.

Chapter 6: Configuring Cisco Router Security
Features

In the previous chapter, we discussed firewall theory and how the devices go about filtering traffic. In this chapter,
we will look at how to configure a Cisco router in order to secure network perimeters. Cisco has become a staple
in providing Internet connectivity, so most likely you are using a Cisco router in order to connect to your Internet
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Service Provider. Since a router is required equipment for a dedicated WAN connection, knowing how to
configure Cisco security features can also be useful for controlling traffic between business partners.

Cisco Routers

Cisco is arguably the number-one supplier of hardware routers. It has a diverse product line, which means it has a
router to suit almost every configuration requirement. Whether you are using an analog dial-up, ISDN, leased line,
Frame Relay, T1, or even a T3 circuit to connect to your ISP, Cisco has a number of products that can fit your
needs.

A unique ability of the Cisco router series is that, as of IOS 11.3, reflexive filtering is supported. Reflexive
filtering allows a Cisco router to maintain connection session state. This means that while most routers only
support static filtering, a Cisco router using IOS 11.3 or higher is capable of performing dynamic packet filtering.
This is extremely beneficial for the small shop that does not require a full-featured firewall, or for use on
perimeters where a full-featured firewall is not cost effective (such as a WAN link to a business partner or a so-
called “Chinese firewall”). This feature set can even be combined with an additional firewall solution to strengthen
a perimeter even further. Cisco routers running the newer IOS 12.1 can also filter based on connection time and
context, further extending their usefulness as security devices.

When selecting a router for Internet connectivity, most organizations have traditionally gone with a Cisco 2500
series router. However, because the 2500 series routers are not very expandable, companies with newer
implementations have started to purchase the 2600 series that is modular, expandable, and has compatible
interfaces with other Cisco router families. In addition, businesses have begun to incorporate newer technologies
into their networks such as Fast Ethernet (100Mbps), Gigabit Ethernet (1000Mbps), VLANSs (Virtual LANS),
VPNss, digital telephony, and streaming multimedia. This demand has dramatically increased the variety of router
offerings—even from a single vendor.
A summary of the more popular models of the 2500 and 2600 series product lines is shown in Table 6.1.
Remember that earlier Cisco models typically used an Attachment Unit Interface (AUI) connection for Ethernet
segments, so you may need to purchase a transceiver as well.

Note A transceiver will convert between the DB15 pin connection used by an AUI connection,

and the female RJ45 connection used in a twisted-pair environment.

Table 6.1: Popular Models of the Cisco 2500 and 2600 Series
Cisco Model Number Included Ports Speed
2503 1 Ethernet, 1 BRI, 2 serial 128K
ISDN,
10
Mbps
2520 1 Ethernet (AUI), 1 Ethernet (RJ45), 1 BRI, 128K
1 Serial ISDN,
10
Mbps
2610 1 Ethernet (RJ45), 1 Network Module slot, Port
2 WAN Interface Card slot, 1 Advanced specifi
Integration Module (AIM) slot c
(Maxi
mum =
100
Mbps)
2611 2 Ethernet (RJ45), 1 Network Module slot, Port
2 WAN Interface Card slot, 1 AIM slot specifi
c
(Maxi
mum =
100
Mbps)
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Where to Begin

Cisco routers are extremely flexible devices. The number of configurable options can be downright daunting. For
example, the online “Cisco I0S Software Command Summary” for IOS 12.1 (the latest major OS release) is
hundreds of pages long. Keep in mind this is a “summary,” not a fully detailed manual—not exactly something
you can toss in your shirt pocket!

A full description of how to configure a Cisco router is beyond the scope of this book. This section will simply
focus on how to implement your security policies using this device. We will therefore assume the following:
= |OS 12.0 or higher has been loaded on the router.

= The router is powered up and physically connected to your LAN and WAN.
= Both interfaces have a valid IP address and subnet mask.

= You can ping the router at the other end of the WAN located at your ISP.

* You are reasonably familiar with the Cisco command interface.

Once these requirements have been met, you are ready to start locking down your perimeter.
Basic Security Tips

The place to start in securing your perimeter is to insure that the router itself does not become compromised. The
router will be of little use in controlling traffic across your borders if Woolly Attacker can change the
configuration. A Cisco router offers various levels of access:

= User EXEC Mode

* Privileged EXEC Mode

User EXEC Mode
User EXEC mode is the first mode of operation you reach when connecting to a Cisco router. If you are running a
direct console session, you are placed in user EXEC mode automatically. If you are connecting to the router via a
telnet session, you are first prompted for a terminal password.

Note A Cisco router will deny all telnet session attempts if a terminal password has not been

set.

A Cisco router changes the terminal prompt, depending on which mode of operation you are currently using. The
prompt always starts with the name of the router and ends with some special sequence to let you know where you
are. Table 6.2 lists some of the more common prompts.
Don’t worry about the meaning of the other prompts for now. We will cover them in the next section.

Table 6.2: Cisco Command Prompts

Prompt Appearance Description

router> User EXEC
mode

router Privilege
mode

router(config)# Global
configurati
on mode

router(config-if)# Interface
configurati
on mode

While in user EXEC mode, a user is allowed to check connectivity and to look at statistics, but not to make any
type of configuration changes to the device. This helps to limit the amount of damage that can be done by an
attacker if your terminal password is compromised or if the attacker can gain physical access to the device.

Privilege Mode

A user must enter user EXEC mode before entering privilege mode. This means that a remote attacker must be
able to compromise two passwords in order to gain full access to the router. Privilege mode, by default, is the big
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kahuna. At this level of access, a user is free to change or even delete any configuration parameters. You enter
privilege mode by entering the command

enable

password: privilege_password
Since you use the command enable to gain privilege access, this mode is sometimes referred to as enable mode. In
the past, the command given to change the enable password was as follows:

enable password new_password

However, Cisco now recommends using the following command that uses a stronger encryption algorithm:

enable secret new_password

You can actually specify up to 16 different levels (0—15) of privilege-level access, each with its own unique
password. In this case, the password a user enters when accessing privilege mode would determine what level of
privileged access the user receives. This can be useful if you need to allow an administrator access to some
privilege-level commands, but not all. To set a password for a specific privilege level, enter the command

enable secret level new_password
where Jevel is replaced by some value between 0 and 15. The lower the value, the lower the level of privilege-level
access.

Disabling All Unused Services

A common security practice on any network-enabled device is to disable all unused services. Examples of services
that should be disabled if unused include:
=  SNMP

= NTP (Network Time Protocol)

= CDP (Cisco Discovery Protocol)
Note NTP and CDP are enabled by default. To turn off CDP, use the no cdp run command. For
NTP, use the ntp disable command on each interface that is not using NTP.

Changing the Login Banner

It’s a good idea to change the logon screen banner so a customized message is displayed. If an attacker tries to
access your router, the last thing you want him to see is a “welcome” message. Your message should reflect your
organization’s stance on unauthorized access to network hardware. Change the banner with the following
command:

banner login # message #

where # can actually be an ASCII-delimiting character. This character cannot be used in the message and is simply
used to let the command know where the message ends—you can place your message over multiple lines in order
to change its appearance. You must be in privilege mode to use this command.

An example of this command would be

banner login # Unauthorized access prohibited #

Changing the Terminal Password

A Cisco router running under 12.1 can support multiple concurrent telnet sessions. It is a good idea to change
these passwords on a regular basis to help insure that the device is not compromised. To change a password for
one these connections (the first—labeled ‘0”), enter privilege mode and enter the following commands:

line vty O
login

password 2SeCret4U
Tip Remember that Cisco passwords are case sensitive, so use a combination of cases to make
the password harder to guess.
Since you cannot select which vty you wish to use when connecting remotely, Cisco recommends that you set all
vty passwords to the same character string.
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Using Stronger Password Authentication

A weakness of the Cisco password system in the past was that there was no accounting capability. Since each
administrator was using the same passwords, there was no audit trail to see who made which changes. Beginning
with IOS 12.0, Cisco has adopted a new security paradigm called AAA (or Authentication, Authorization, and
Accounting) to account for this and other weakness in the password system:

Authentication This is the method of identifying users, whether via login/password,
challenge/response, messaging support, and/or encryption. AAA authentication is applied by
creating a named list of one or more authentication methods that are then bound to one or more
interfaces.

Authorization This is the method of controlling access, including one-time or service based
authorization, per-user account and profile, user group, and protocol-based access control (IP, IPX,
ARA, and telnet).

Accounting This is the method of collecting information that 1s then used to bill, audit, and report
network activities. Types of information include user identities, start/stop times, commands issued
(like FTP get), number of packets and/or bytes. Through accounting, users are associated with
resources they have accessed.

Cisco has chosen to implement industry standard technologies along with AAA, including RADIUS, TACACS+
(Terminal Access Controller Access Control System), and Kerberos. Authentication configuration outside of AAA
cannot work with these standards. Here is how Cisco implements them in AAA:

RADIUS Routers are RADIUS clients, transmitting authentication information to a RADIUS
server.

TACACS+ The database is maintained by a service running on a UNIX or NT machine. Routers
pass requests to the TACACS+ service.

Kerberos Kerberos is used to verify that users and the network services they use are really who
and what they claim to be. Routers can verify this by analyzing the Kerberos ticket assigned to
authorized users.

SNMP Support

Simple Network Management Protocol (SNMP) can be used to collect statistics as well as to make configuration
changes to a Cisco router. This is done through the use of community strings. In brief, a community string is a
password system that identifies a specific level of access for a device (either read-only or read-write). For
example, most devices come preconfigured to use a community string of public for read-only access to the device.
Anyone who accesses the router via SNMP using this community string is automatically granted access.

Besides poor authentication, SNMP has another major security flaw: it transmits all information in clear text.
Anyone monitoring the network can grab the community name from passing traffic. SNMP also uses UDP as a
transport. As you saw in Chapter 5, UDP can be extremely difficult to filter due to its connectionless state.

For these reasons, you should avoid using SNMP on your routers if possible. While the manageability can be a
real bonus in a large environment, this back-door access to your router can be a serious security concern.
Tip If you must use SNMP, use SNMPv2. The latest version supports MDS5 authentication to
help improve security. While this security is not foolproof, it is far better than the original
SNMP specification. Cisco router versions 10.3 and up support SNMPv2.
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Guarding Your Configuration File

The configuration of a Cisco router can be displayed by entering the command

write term

or

show running-config

The configuration can even be backed up to a remote server using the TFTP protocol. A sample header from a
Cisco router configuration file is shown below:

I Cisco router configuration file
hostname lizzybell

enable secret 5 $1$722$CE
enable password SuperSecret
line vty 04

password SortaSecret

!

The privilege mode (enable) password is encrypted using a one-way encryption algorithm. This way, anyone who
sees your configuration file does not immediately become privy to this password. The enable password string is
simply used for backward compatibility. If this configuration file were mistakenly loaded on an older revision
router that does not support encrypted passwords, this password would be used instead of the encrypted one.

The telnet session passwords are in clear text, however, so this file should be guarded as closely as possible. If this
file is loaded via TFTP, an attacker monitoring the network now has the first password required to access this
device. To better safeguard this information, you can encrypt all passwords by typing the following command in
global configuration mode:

service password-encryption

This will encrypt the memory copy of all password strings. In order to make this permanent, you need to save
these changes by typing

write term

or

copy running-config startup-config

Even though all your password strings are now encrypted, you should still take precautions to safeguard the
configuration file. Cracker programs exist that attempt to guess a password’s value by comparing the encrypted
string to entries located in a dictionary file. If a match is found, the clear text equivalent of the password is
returned. The only way to prevent this type of attack is to insure that even your encrypted password strings do not
fall into the wrong hands.

Protect Against Spoofing
Woolly Attacker uses spoofing to transmit a packet that appears to originate from the secure side of a firewall—
when in actuality it comes from an unsecured network. There are several methods to prevent spoofing on Cisco
routers:
» Use access lists: configure input access lists on all interfaces to pass traffic only if it
comes from known (or expected) source addresses. All other traffic is denied.
» Disable source routing: source routing should be disabled on all interfaces. (See the later
section in this chapter for more on “Source Routing.”)
= Turn off minor services: also referred to as small servers, these services normally aren’t
critical to most network infrastructures but have the potential of being exploited. The
command no service tcp-small-servers is an example of how to turn these off for IP
communications.
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Disable Directed Broadcasts

DoS (denial-of-service) attacks work by flooding a target computer with so much information (or so many
connection requests) that the target is unable to service legitimate requests. One of the tools used by hackers to
achieve these types of attacks is the capability of routers to forward directed broadcasts. To disable directed
broadcasts, enter

no ip directed broadcastRouting

By default, Cisco routers ship with IP routing enabled, so you won’t have to change this functionality. You do,
however, need to consider how best to update your router regarding which subnets you are running on your
internal network. The router automatically knows about any locally connected networks. In order to reach any
subnets beyond these, you must tell a router specifically how to reach them.

Sometimes this is not an issue. For example, take a look at Figure 6.1. Our firewall is performing network address
translation (NAT) for our internal network. All traffic the router sees will appear as though it came from the
locally attached segment. In this case, no other route entries are required beyond a default route. The router does
not need to know about the 192.168.1.0 network because we are using NAT.

Inbernet
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206.121.73.1 Destination IP = 192.52.71.5
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Figure 6.1: Our router does not need a route entry for the internal network because the firewall is performing
NAT.

If you do have additional subnets that the router will need to know about, you need to decide between creating
static entries on the router (static routing) or using a dynamic protocol such as RIP or OSPF so the router can
receive route information automatically (dynamic routing). There are strengths and weaknesses to either choice,
depending on your configuration.

Static routing is far more secure from a security perspective. If the router has been programmed with your route
configuration, an attacker cannot change this information without compromising the router. If a dynamic protocol
is used, an attacker may be able to send false updates to the router, thus corrupting the router table.

Dynamic protocols are useful if you are running multiple paths to the same network. For example, if you had
multiple links leading to the Internet, it might be beneficial to use a dynamic routing protocol for redundancy or
even load balancing. If you must use a dynamic routing protocol, use one that supports authentication such as
OSPF. This will at least afford you some level of security. Routing protocols, such as RIP, simply trust that any
host sending them routing information must know what it is talking about.

Note See Chapter 3 for more on dynamic routing protocols.

Most of the Internet connections in use have but a single link between the organization and its ISP. For these
environments, static routing is preferred. The slight maintenance increase caused by having to manually configure
your routing table will be well worth the additional security.

Configuring Static Routing

At a minimum, you will need to configure your router with a default route setting. The default route setting tells
the router, “If you do not have a routing table entry for a particular subnet, forward the data to this other router and
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let that router figure out how to deliver it.” The default route should be configured to use your ISP’s router at the
other end of the WAN link.

A default route can be configured by entering global configuration mode and typing the command

ip default-route xxx.xxx.xxx.xxx

where xxx.xxx.xxx.xxx is the local IP address of the default router. Once you have created a default route, you will
need to enter static routes for each of your internal subnets using legal addresses. While still in global
configuration mode, enter the command

ip route yyy.yyy.yyy.0 255.255.255.0 xxox.xooc.oxx.xxx 1

You must do this once for each subnet you need to add. The command breaks down as follows:

ip route Add a static IP routing entry.

. yyy.yyy.0 Replace this value with the IP subnet address.

255.255.255.0 Replace this value with a valid subnet mask address.

xxexxexxxx.xxx Replace this value with the IP address of the next hop router.

1 This is the metric or cost associated with following this path. Use a value of 1 unless you have multiple paths to
the same destination. In this case, set the most preferred route to 1 and the alternate route to 2.

Let’s walk through an example to see how this would be configured. If you look at Figure 6.2, you will see that
you actually have multiple routers within your environment that you need to configure.

i)

Figure 6.2: Defining static routes on multiple routers

Notice that each router has a default route setting. If you start at the very back of the network (206.121.76.0 or

206.121.78.0), you can see that the default route entries lead all the way out to the Internet. This is a good thing,

because it is all the subnets out on the Internet that we wish to avoid programming into our routers. The default

route acts as a catchall for any undefined routes.

Note Our two most distant routers in Figure 6.2 (206.121.75.2 and 206.121.77.2) are only using

a default route. There are no static route entries. This is because you need to pass through
the default router in order to reach any subnet that is not directly attached to these devices.
While you could add static route entries, they would be redundant.

Finally, notice that we did not add a route entry into any of our routers for the DMZ. This is because it is
unnecessary. Our Internet router is directly attached to this segment, so it already knows how to get there. As for
the other routers, the DMZ can be reached by simply utilizing the default route entry.

Source Routing

We need to make one final routing entry before we are finished. This routing change is to disable source routing.
Typically, IP packets contain no routing information. The packets leave selecting the best route up to the network
routing hardware. It is possible, however, to add to the header information the route you wish to take when
accessing a remote system. This is referred to as source routing.

When a router receives a source route packet, it forwards the information along to the next hop defined in the
header. Even if the router is sure that it knows a far better path for reaching the remote system, it will comply with
the path specifications within the packet header. Typically, when a remote system receives a source route packet,
it will reply to the request along the same specified path.
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Source routing can be used by an attacker to exploit potential back doors within your network. For example, let’s
say that your company has invested a lot of time and money in a proper firewall solution. You have taken every
effort to lock down your Internet connection as tightly as possible.

Let’s also assume that you have a WAN link to a remote business partner that connects to your network behind the
firewall. This organization also has an Internet connection, but unlike yours, it is made up of very trusting souls
who think all the security hype is a marketing ploy by firewall vendors. For this reason, your business partner has
zero protection at its network perimeter.

Using source routed packets, it is possible for a potential attacker to send traffic first to your remote business
partner, then have the traffic sent over the WAN link to your network by including source route information within
the packets of data. Despite all your security efforts, Woolly Attacker has found an easy access entrance to your
networking environment. The only thing missing is valet parking.

Source routing can be a bad thing and should be disabled at all your network perimeters. The only legitimate
reason for allowing source-routed packets is if you need to do connectivity diagnostics across specific links on the
Internet. Since this is not an activity many of us must do, it is best to leave the feature disabled.

To disable source routing, enter global configuration mode and enter the command

no ip source-route
Cisco Security Features

Table 6.3 provides a list of all the various security features in the Cisco IOS (some fairly recent):
Table 6.3: Cisco I0S Security Features

Features Description

Standard Access Lists and Static Enables basic filtering by evaluating packets at

Extended Access Lists the network layer (some extended access lists
can evaluate information at transport layer).

Dynamic Access Lists (also known Provides temporary access to authenticated

as Lock-and-Key) users.

Reflexive Access Lists Allows incoming TCP or UDP. packets only if
they belong to a session initiated from inside the
firewall.

TCP Intercept Protects against SYN flood attacks (a type of

DoS attack).

Examines application layer information to
determine not just state, but context of all TCP
and UDP connections in order to dynamically
open or close connections as necessary. Also
responsible for alerts and logs.

Compares all network traffic with stored
signatures, reacting to detected intrusions by
sending an alarm, resetting the connection, or
dropping the connection.

Context-based Access Control

Intrusion Detection

Authenticating Proxy Applies user-based access policies (as opposed
to group or IP-based policies).

Port/Application Mapping Enables context-based access controls to work
on non-registered (non-standard) or custom
ports.

NAT Hides private IP addresses from the public
Internet.

User Authentication and Verifies identity and permission level based on

Authorization user accounts.

At the core of all of these security methods is the access list. Cisco access lists (also called filters) are used to
selectively pass or block traffic received by a Cisco router. The router evaluates each packet received against the
criteria defined in an access list, such as the source or destination address of the information, the upper-layer
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protocol, the time, user identify, or other factors. Access lists are useful for controlling traffic that attempts to pass
your network perimeter. Since a router is typically used to segregate or partition network segments anyway (for
instance, to separate your network from a business partner or the Internet), you can see why these devices contain
some form of advanced filtering capability.

Cisco routers provide two methods of filtering traffic. The simplest is the standard access list, while extended
access lists are used for more granular control. Once an access list is created, it is applied to a specific interface on
the router. The access list is then told to screen either inbound network traffic (traffic coming from the attached
network to the interface) or outbound network traffic (traffic leaving the router and headed towards the attached
network). This ability to filter either inbound or outbound traffic can be a real time-saver in complex
configurations.

In Cisco I0S 12.1, IP and IPX extended access lists can also be used with time ranges. Permit and deny statements
are then activated in accordance with their associated time ranges. Other advantages are:

Increased control Resources (such as IP address/mask pair and port number, policy routing, or on-
demand link creation) are linked to available times.

Better integration Time-based policy can be linked with Cisco’s firewall and [PSec products.
Reduced cost Traffic can be rerouted to less expensive links based on time of day.

Increased efficiency Access lists don’t have to be processed at open times of the day.

To create a time range, use the following command:

time-range {name of time range}

To define the actual time range, enter this command:

periodic {days of the week} {hh:mm} to {days of the week} {hh:mm]}

Access List Basics

Access lists are generated by creating a number of test conditions that become associated with list identifier
numbers. Access lists are created while in global configuration mode and use the following syntax:

access-list {list #} permit/deny {test condition} {time range}

You would repeat this command for every test condition you wish to use in order to screen traffic (such as allow
SMTP, deny HTTP, and so on). The list number you use identifies which protocol you would like to apply these
rules to. Table 6.4 shows protocols associated with names, and Table 6.5 shows protocols associated with list
numbers.

Table 6.4: Cisco Access Control Lists By Name

Protocol

‘ Apollo Domain
‘ IP

‘ IPX
|
|
|

ISO CLNS
NetBios IPX

Soure-route bridging NetBIOS

Table 6.5: Sample of Cisco Access Control Lists By Number

Protocol List Type Range
Identifi
er

IP Standard 1-99;
1300-
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Table 6.5: Sample of Cisco Access Control Lists By Number

Protocol List Type Range
Identifi
er

| | | 1999

IP Extended 100-
199;
2000-
2699

Ethernet Type codes N/A 200-
299

AppleTalk N/A 600—
699

Ethernet Addresses N/A 700—
799

IPX Standard 800-
899

IPX Extended 1000-
1099

Note Some protocols require that their associated access lists are identified only by name,
others only by number, and the rest can either/or.

Notice that only one type of filtering is supported for certain protocols. As of Cisco IOS 11.2 and higher, the range
identifiers used by IP can be replaced by an alphanumeric name. This name can be up to 64 characters long but
must start with an alphabetic character. The name must be unique, and each name can only describe a single set of
standard or extended filters. You cannot combine the two. The syntax for creating an access list name is

IP access-list standard/extended {name}
Tip Using names instead of access list numbers can be extremely beneficial. Doing so extends
the number of unique lists you can create and allows you to associate a descriptive name to

a particular set of filters (such as “spoofing”). Also, reflexive filters can only be associated
with an access list name. You cannot use an access list identifier number.

Access lists will be processed in the order you create them: if you create five filter conditions and place them in
the same access list, the router will evaluate each condition in the order it was created until the first match is
found. Conditions are processed as “first fit,” not “best fit,” so it is important to pay close attention to the order
you use. For example, let’s say you have an access list that states

= Allow all internal systems full IP access to the Internet.

= Do not let any internal systems telnet to hosts on the Internet.

Since the first rule states, “All outbound traffic is OK,” you would never actually make it to the second rule. This
means that your internal users would still be able to use telnet.

Once you have created an access list that you wish to apply to your router, enter configuration mode for a specific
interface and enter the command

{protocol} access-group {list # or name} in/out
To remove an access list from an interface (always a good thing to do if you are testing a new filter), simply
precede the command with the word 7o as follows:

no {protocol} access-group {list # or name} in/out

Likewise, to delete an entire access list, enter the command

no access-list {list # or name}

Keep in mind that this will delete all filter conditions associated with a particular access list number or name. One
of the biggest drawbacks of access lists is that you cannot edit entries. This can make data entry a bit tedious. For
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example, if you have created 15 access list entries and realize that you actually want entry 11 processed after entry
13, you must delete the entire list and recreate it from scratch.

Tip Create your access lists offline in a text editor. Once you have the filters in the correct
order, simply copy the rules to the Windows Clipboard and use the Paste ability of your
terminal emulator. This also allows you to keep a local backup of all your filter conditions.

All access filters have an implicit deny at the end. This means that if you do not tell the router to specifically allow
a certain type of traffic to pass, it will assume that it should be blocked. For example, if your access list states,
“Traffic from the subnet 192.168.1.0 is OK to let through," the router will assume that it should block traffic from
all subnets except 192.168.1.0. This feature helps to insure that you do not let anything through that you did not
mean to.

Standard Access Lists

Standard access lists allow you to filter on source IP address. This is useful when you wish to block all traffic from
a specific subnet or host. A standard access list does not look at the destination IP address or even the service; it
makes its filtering determination based solely on the source address of the transmitting system.

While this sounds a bit limiting, it can actually be quite useful. Examine Figure 6.3. Here we have a very simple
network design. There is only one way in and out of the network, which is through the router. The internal
network segment uses an IP subnet address of 206.121.73.0.

In this environment, the router should never see any traffic originating from the Internet that appears to have
originated from the IP subnet 206.121.73.0. This is because that segment is directly connected to the Ethernet port
of the router. While the router will see traffic originating from this subnet on its Ethernet port, it should never be
detected off of the serial (WAN) port.

Internet
F-r::..."""‘l---
| - Il' Router
206.121.73.0
I |
= »
| [ fim r-|,
= §— Workstation

Server
Figure 6.3: Using standard access lists
1P spoofing is a process in which an attacker pretends to be a system on your local network transmitting
information, even though he is off at some remote location. This can be used to exploit certain system
vulnerabilities. For example, Microsoft Windows is vulnerable to a type of attack known as Land. A Land attack
packet has the following attributes:

Source IP: The IP address of the system under attack
Destination IP: The IP address of the system under attack
Transport: TCP

Source port: 135
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Destination port: 135
Flag setting: SYN=1

There are other ports and settings that can be used, but this should give you the general idea. The attack fools the
system into thinking it is talking to itself. This will produce a race condition, which will cause the system to
eventually hang or lock up.

You may be thinking, “No problem, I plan to block all inbound connection requests, so this packet would never
get through because the SYN flag is set high.” Not true, Grasshopper: look at the source address. When the router
evaluates this packet, it may very well think that the packet was received from the internal network.

While Cisco routers do not have this problem (they maintain the association of the packet with the interface it was
received on), many routers do. If your access rules state, “Port 135 from the internal network is OK to let
through,” the router will approve the packet of data, pass the information along to the routing process, which
would then pass the traffic along to the Ethernet segment.

So how do you solve this problem? Since you will never see legitimate traffic originating from the Internet, which
uses your internal subnet address, there will be no loss in connectivity if you filter out such traffic. This is called a
spoofing filter, because you are insuring that no traffic that is trying to spoof your internal address will be allowed
to pass.

It is also a good idea to place an inbound filter on your Ethernet port that states, “Only accept traffic from the
206.121.73.0 subnet." This helps to insure that none of your internal users attempts a spoofing attack on some
other network. As administrator, it is your job to not only protect your own environment, but also to make sure
you do not inadvertently make someone else’s life miserable.

You can create spoofing filters using standard access lists. The syntax for a standard access list entry is

access-list {list # or name} permit/deny {source} {mask}
So you could create the following access list entries in global configuration mode on the router in Figure 6.3:

access-list 1 deny 206.121.73.0 0.0.0.255
access-list 2 permit 206.121.73.0 0.0.0.255

Access list 1 would be applied by entering configuration mode for the WAN interface and entering the command
ip access-group 1in

Likewise, access list 2 would be applied by entering configuration mode for the Ethernet interface and entering the
command

ip access-group 2 in

You may notice that the mask value looks a little strange. This is because this value is a pattern match, not a
subnet mask. A pattern match uses the following criteria when evaluating a test condition:

0 The corresponding byte in the defined address must match the test condition exactly.

1 This is a wildcard character: any value in this byte is considered a match.

So in this example our pattern match says, “Any IP address which contains the byte values 206.121.73." As long
as the first three bytes match the source IP address, the access list test condition considers it a match.

To match all network traffic, use the following address and mask:

0.0.0.0 255.255.255.255

This tells the Cisco router that all traffic is to be considered a match. When you write your access rules, this
address and mask can simply be replaced by the word “any.” This is not very useful for standard access lists (if
you do not want to accept any traffic, it’s easier to just pull the plug), but it will come in handy when we get into
extended access lists in the next section.

Access List Pattern Matching
If you think of the pattern match value as “an anti-subnet mask,” you’ll be in pretty good shape. The pattern match
will always be the exact opposite of what you would use for a subnet mask. This is pretty easy to follow if you are

filtering full subnet classes, but it can get a bit confusing if you are working with true subnetting.

page 128



Active Defense — A Comprehensive Guide to Network Security

For example, let’s say that instead of a full class C network, you are only using a portion of this class C address
space. Let’s assume that the network address is 206.121.73.64 and the subnet mask is 255.255.255.224. In this
case, what would you use for a pattern match to insure that you are only filtering on your network space?

All TCP/IP address space is actually created using a binary number system. We use decimals simply because these
are easier for human consumption. In order to determine the pattern match you will use, you first have to convert
the last byte of the subnet mask to binary:

224 =128 + 64 + 32 = 11100000

In the last byte you are using three bits for networking and five bits to identify each unique host. In order to ignore
any host on your network, you would use a pattern match that has all the host bits set high, like this:

00011111 =16+8+4+2+1=31

So in order to accommodate your new network address and subnet mask, you would need to change your access to
the following:

access-list 1 deny 206.121.73.64 0.0.0.31
access-list 2 permit 206.121.73.64 0.0.0.31

In effect, you have told your access list, “Filter the packet when you see an address space value 206.121.73.64 —
206.121.73.95 (64 + 31).” This will let you screen for your small chunk of this class C address space—without
having to filter or allow more than you need to.

Besides spoofing rules, why else might you use standard access lists? Standard access lists are extremely effective
at blocking access from any undesirable remote site. This could be known attackers, mail spammers, or even
competitors.

Remember that this connection is yours to manage as you see fit. There is no requirement that once you are
connected to the Internet you must accept traffic from all sources. While accepting all traffic is considered the
polite thing to do, it may not always make the most business sense.

For example, there are mailing lists and organizations that have dedicated resources to identifying spam sites.
Spam, or unsolicited advertising e-mail, can be a waste of organizational resources at best, or it can cause a denial
of service at worst. Many administrators now filter traffic from sites known to support (or at the very least fail to
prevent) spammers and their activities. All traffic is filtered, because a site that does not control outbound spam
mail typically makes no effort to prevent other types of attacks from being launched against your network.

Tip A Cisco interface can only accept one access list per port, per direction. This means that
you should only apply a standard access list when you won’t need an extended access list. If
you require the increased flexibility of an extended access list, simply incorporate your
filters into a single list.

Static Extended Access Lists
Extended access lists take the concept of standard access lists one step further. Instead of simply filtering on
source IP address, extended access lists can also filter on

= Destination IP address

= Transport (IP, TCP, UDP, ICMP, GRE, IGRP)

= Destination port number

= Packet type or code in the case of ICMP

= Established connects (verifies that either the ACK or RST bits have been set)

Clearly, this can give you a much more granular level of control over your perimeter traffic. Extended access lists
are created in global configuration mode using the following syntax:
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access-list {list # or name} permit/deny {protocol} {source} {mask}
{destination} {mask} {operator} {port} est (short for establish if
applicable)

Valid operators are
It Less than
gt Greater than
eq Equal to
neq Not equal to

As an example, let’s say you wish to create a set of extended access rules allowing open access to HTTP on the
host 206.121.73.10 and allowing telnet access, as well—but only from hosts on the subnet 199.52.24.0. These
rules would look similar to the following:

access-list 101 permit any 206.121.73.10 0.0.0.0 eq 80

access-list 101 permit 199.52.24.0 0.0.0.255 206.121.73.10 0.0.0.0 eq 23

You would then install these rules on the serial port by entering configuration mode for that interface and entering
the command

ip access-group 101 in

Problems with FTP

As you saw in the section on FTP in Chapter 3, this protocol can be a real pain to support through a firewall. This
is because the protocol actually uses two ports while transferring files. To review, you are stuck with the

following:
= Standard FTP: All inbound service ports above 1023 must be left open to support data
connection.
= Passive FTP: All outbound service ports above 1023 must be left open to support data
connection.

In a world of the lesser of two evils, it is usually better to support only passive FTP. This is supported by all Web
browsers and most graphic FTP programs. It is typically not supported by command-line FTP programs.

In order to support passive FTP, you must allow all internal hosts to access any TCP ports above 1023 on systems
located out on the Internet. Not the best security stance, but it is certainly far better than the standard FTP
alternative.

If there are specific services you wish to block, you can create these access list entries before the entry that opens
all outbound ports. Since the rules are processed in order, the deny rules would be processed first, and the traffic
would be dropped. For example, let’s say you wish to block access to X11 and Open Windows servers, but you
want to open the remaining upper ports for passive FTP use. In this case you would create the following rules:

access-list 101 deny any any eq 2001

access-list 101 deny any any eq 2002

access-list 101 deny any any eq 6001

access-list 101 deny any any eq 6002

access-list 101 permit any any gt 1023

The only problem here is that you would receive random FTP file transfer failures when the client attempted to use

ports 2001, 2002, 6001, or 6002. This would probably not happen often, but intermittent failures are usually the
most annoying.

Creating a Set of Access Lists

Let’s go through an example to see how this would all pull together. Let’s assume that you have a network
configuration similar to the one in Figure 6.4. You need to allow HTTP to the Web server and SMTP access to the
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mail server. The mail server also runs the local DNS process. Additionally, you would like to provide unrestricted
outbound access to all TCP services.

Imternet
==
| ? Router
N |
206.121.73.0
20 21 00 A0
= = [ ]
L =] L
r —.| I '| e =
. J = — Workstatson Workstation
Web Server SMTRIDNS

Figure 6.4: Using access lists on a simple network
Your access list rules would look something like those that follow. Lines starting with an exclamation point (!) are
considered comments or remarks by the Cisco IOS.
I Stop any inbound spoofing
access-list 1 deny 206.121.73.0 0.0.0.255
I Let in replies to established connection
access-list 101 permit tcp any 206.121.73.0 0.0.0.255 gt 1023 est
I Look for port scanning
access-list 101 deny tcp any any eq 19 log
I Allow in SMTP mail to the mail server
access-list 101 permit tcp any 206.121.73.21 0.0.0.0 eq 25
I Allow in DNS traffic
access-list 101 permit tcp any 206.121.73.21 0.0.0.0 eq 53
access-list 101 permit udp any 206.121.73.21 0.0.0.0 eq 53
I' Allow in HTTP to the web server
access-list 101 permit tcp any 206.121.73.20 0.0.0.0 eq 80
I Let in replies if an internal user pings an external host
access-list 101 permit icmp any any echo-reply
! Allow for flow control
access-list 101 permit icmp any any source-quench
I Let in replies if an internal user runs traceroute
access-list 101 permit icmp any any time-exceeded
! Insure that our internal users do not spoof
access-list 2 permit 206.121.73.0 0.0.0.255
! Let out replies from the web server
access-list 102 permit tcp 206.121.73.20 0.0.0.0 any gt 1023 est
I Let out replies from the mail/DNS server
access-list 102 permit tcp 206.121.73.21 0.0.0.0 any gt 1023 est
I Let out DNS traffic from the DNS server
access-list 102 permit udp 206.121.73.21 0.0.0.0 any eq 53
! Block all other UDP traffic except for DNS permitted above
access-list 102 deny udp 206.121.73.0 0.0.0.255 any
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! Allow a single host to create Telnet sessions to the router

access-list 102 permit tcp 206.121.73.200 0.0.0.0 206.121.73.1 0.0.0.0 eq 23
! Block all other hosts from creating Telnet sessions

! to the router

access-list 102 deny tcp any 206.121.73.1 0.0.0.0 eq 23

I Allow all TCP traffic through

access-list 102 permit ip 206.121.73.0 0.0.0.255 any

Once this list has been entered (or pasted) in global configuration mode, you would first go to configuration mode
for the serial interface and enter the commands

ip access-group 1 in
ip access-group 101 in

You would then go to configuration mode for the Ethernet interface and enter the commands
ip access-group 2 in
ip access-group 102 in

When you’re finished, your access lists will be active and your router should begin filtering traffic. You should
test your configuration immediately to make sure that all is working as you expect.

A Few Comments on Our Sample Access Lists

The third access list is labeled “look for port scanning.” This is accomplished by logging a specific port so that any
activity is displayed on the console terminal. As mentioned, routers typically have very poor logging capability.
You do not want to log too much information—it may scroll off the screen before you catch it. By monitoring a
port that you know an attacker will check (port 19 is chargen, or Character Generator, which has quite a few
vulnerabilities), you can strike a good balance between not logging too much information and still catching
suspect traffic.

Lines 12 and 13 limit outbound replies to only the Web and mail servers. Since these are the only two systems
offering services, they are the only two that should be sending replies back to Internet hosts. Lines 14 and 15 limit
UDP traffic to DNS and only from the DNS server. Since UDP is unreliable, it is also insecure. These filters limit
your vulnerability to a single system. Of course, this means that all internal hosts will need to use the mail system
for DNS resolution.

Lines 16 and 17 specify that only a single host can gain remote access to the router. This will help to strengthen
the device’s protection even further. Remember that when you use telnet to manage the router (without enabling
any router-to-router encryption), all information (including passwords) is sent clear text. These filters help to
insure that even if someone does compromise the passwords, they are only useful from a single remote system
(unless of course the attacker fakes his IP address, but we will not go there).

Finally, the access rules end by stating, “Let out any TCP traffic we have not explicitly denied.” If there are TCP
services you wish to filter, you could enter these test conditions prior to this last rule.

Tip Do not save your changes right away. Perform your testing with the changes in active memory
only. If you have inadvertently locked yourself out of the device, you can simply power cycle it
to return to the last saved configuration. Just remember to save the new configuration once you
know the changes are acceptable!

Dynamic Access Lists

Exceptions can arise for any security policy, and dyvnamic access lists are a reflection of that necessity. Also called
lock-and-key, this feature creates dynamic extended access lists. However, it can also be used with standard and
static extended access lists.

If activated, lock-and-key changes the existing access list for a given interface to allow a designated user to access
a given resource. Lock-and-key then alters the access list again, reverting it to its previous state.

Lock-and-key provides benefits beyond that of traditional standard and static extended access lists:
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= Users are authenticated through a challenge mechanism.

» Inlarger networks lock-and-key provides a simplified method for management.
= Router processing of access lists is decreased.

= Fewer exploitable openings occur in the router infrastructure.

Here is an example of how lock-and-key works:
1. Let’s say a vacationing administrator must remotely connect to the network to perform
troubleshooting. The administrator opens a telnet session to the router.

2. The router performs a user authentication process (either by itself or through a separate
security system like TACACS+ or RADIUS).

3. Upon successful authentication, the administrator is logged out of the telnet session, and
the router makes a temporary entry in the dynamic access list.

4. The administrator now has access into the internal network and makes the required
changes.

5. Once finished, the administrator initiates a new telnet session and manually clears the
temporary entry. The administrator could have also specified an idle or absolute timeout
value for the entry; in which case the router would have automatically cleared the entry
after it had expired.

For example, consider the following code, starting with the command to configure a dynamic access list:
access-list {access-list-number} dynamic {dynamic-name} {deny or permit}

telnet {source} {source-wildcard} {destination} {destination-wildcard}

precedence {precedence} tos {tos} established log

In practice, even if administrative policy is to manually clear the entry, a timeout value is an easily configurable
reassurance that a potential security hole is closed.

Spoofing

The temporary entry in the dynamic access list created by lock-and-key is an opening that makes the router
susceptible to spoofing. One method of countering this threat is to enable encryption on the router and on the
remote router servicing the remote host (in our example, the router acting as the administrator’s immediate
gateway). With an encrypted connection, the host IP address is hidden from any potential hackers within the
encrypted traffic, and therefore can’t be spoofed.

Reflexive Access Lists

As of IOS 11.3, Cisco routers support reflexive access lists. Reflexive access lists are made to be a replacement for
the static establish command. When reflexive access lists are used, the router creates a dynamic state table of all
active sessions.

The ability to generate a state table pushes the Cisco router into the realm of a true firewall. By monitoring state,
the router is in a far better position to make filter determinations than equivalent devices that only support static
filtering.

In order to use reflexive access lists, you must use access list names, not range identifier numbers. This is not a big
deal, as using a name allows you to be far more descriptive in labeling your access lists.

The syntax for creating a reflexive access list is

permit {protocol} {source} {mask} {destination} {mask} reflect {name}

So you could create a reflexive access list using the following parameters:
permit ip any any reflect ipfilter
Let’s assume that you only wish to allow in SMTP to a single internal host, as well as any replies to active

sessions that were established by any system on your internal network. In this situation, you could create the
following in global configuration mode:
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ip access-list extended inboundfilters
permit tcp any 206.121.73.21 0.0.0.0 eq 25
evaluate tcptraffic

This would allow inbound replies to active sessions and inbound SMTP sessions to be established.

The only caveat with reflexive access lists is that entries are purged from the table after 300 seconds of inactivity.
While this is not a problem for most protocols, the FTP control session (port 21) can sit idle for a far longer period
of time during a file transfer. You can increase this timeout value using the following command:

ip reflexive-list timeout {timeout in seconds}

TCP Intercept

DoS (denial-of-service) attacks have become quite prevalent recently. The most popular way to implement this
attack is using the SYN flood. A hacker creates a SYN flood by initiating a large quantity of connection requests
in a short amount of time. Because the connection requests don’t come from valid addresses, the server can’t
complete the connection. The result is that the server is so tied up in attempting to respond to invalid requests that
it has no resources left to answer legitimate requests for services (such as Web, FTP, and e-mail).

Cisco’s TCP intercept component resolves this problem by answering all incoming connection requests itself. If
successful, it opens a connection with the server and links the two connections together. If the connection request
is not legitimate, the connection request is dropped—and a threshold counter is incremented. Once the limit on this
counter is reached, all additional connection requests from that particular address are automatically dropped.

Activating TCP Intercept

Before TCP intercept can be enabled, an extended access list has to be created:

access-list {access-list-number} {deny or permit} tcp {destination}

Following this, enter the command to activate TCP intercept:

ip tcp intercept list {access-list-number}

TCP intercept can operate in two modes: intercept or passive watch. In default intercept mode, TCP intercept
intercedes and responds to every incoming SYN with a SYN-ACK. Only after receiving an ACK from the remote
host does the router pass along the original SYN request to the server, completing a three-way TCP handshake.
Finally, the router joins both connections together.

If TCP intercept is configured in passive watch mode, the router does not intercept communications unless a
connection request goes unanswered after a period of time (default to 30 seconds). Passive watch mode is
configured with the following command:

ip tcp intecept mode {intercept or watch}

Context-Based Access Control

Context-Based Access Control (CBAC) uses information at the application layer of the OSI model to filter TCP
and UDP network traffic and analyze and permit traffic going through both sides of a router. Because of its ability
to look at application data, CBAC allows filtering for protocols that open up multiple channels (such as RPC, FTP,
and most multimedia protocols), as well as Java applets (providing they are not compressed or archived).

Because CBAC opens connections dynamically (limiting data to those sessions that were initiated from within a
firewall), it provides a defense against DoS attacks. CBAC also verifies that TCP sequence numbers are within
expected ranges, and will also watch and respond to abnormally elevated rates of connection requests.

Application-based logging and alerts are another benefit of CBAC. By tracking time stamps, source and
destination addresses, ports, and data transferred, CBAC gives centralized reporting and management systems
enough information to match network patterns against hacking “signatures,” allowing the system to automate
some of its defense against known penetration and DoS methods.

While CBAC can evaluate any generic TCP or UDP session, it can also analyze the following popular application

protocols:
= FTP
= TFTP

= H.323 (protocol used by Microsoft Netmeeting)
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» HTTP (including Java applets)

= Microsoft Netshow

= rexec, rsh, rlogin

* RealMedia

= RTSP (Real Time Streaming Protocol)

= SMTP

CBAC Example

Let’s use a sample FTP session to walk through the CBAC process in detail:
1. The external interface of a router receives a packet originating on the internal (secure)
side of the network.

2. The router uses the outbound access list defined on the external interface to determine if
the packet is allowed. Non-allowed packets are automatically denied.

3. If the packet is allowed, CBAC creates a new connection state table and stores the
packet’s information in it.

4. CBAC then temporarily modifies the incoming access list on the external interface to
allow the returning session data into the internal network (packets that match the same
state data that was taken from the outgoing packet and stored in the connection state
table). Only after the access list is modified does CBAC forward the outgoing packet
from the external interface.

5. As data returns to the external interface, all packets are compared to the incoming
access control list. If the valid connection data matches the temporary changes made by
CBAC to the access control list, those packets are forwarded into the internal network,
completing the connection.

6. When a connection terminates (or if it times out), CBAC removes the connection state
table and the temporary changes to the access control list, returning the router to its
previous state.

Configuring CBAC

There are several steps to configuring CBAC:

1. Select the interface. For networks with a DMZ (Demilitarized Zone), the evaluation will
take place on the internal interface. For simple networks, packets are screened on the
external interface.

2. Implement an IP access list. After creating a basic access list, all CBAC-evaluated
traffic is permitted out, but all incoming CBAC traffic is denied. (CBAC will make its own
dynamic and temporary exceptions to these rules.)

3. Set timeouts and thresholds. These settings determine how long connection state
tables are maintained and how long to wait before incomplete connections are
terminated, which provides a defense against DoS attacks. To activate this last feature,
enter the following at the console:

ip inspect tcp synwait-time {seconds}
4. Create an inspection rule. This determines what application layer protocols will be
evaluated at the interface. Options include alerting, auditing, and whether the rule
checks for IP fragmentation. This example establishes an FTP inspection rule:

ip inspect name ftprule ftp alert on audit-trail on timeout 30
5. Apply the inspection rule. The rule is applied to outbound traffic if it is set at the
external interface, and to inbound traffic if it is set at the internal interface. Continuing our
example,

ip inspect ftprule out
6. Establish logging. This helps determine unauthorized access attempts as well as
creating a record of legitimate traffic and services. Global auditing would be enabled like
this:
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ip inspect audit-trail

Firewall Intrusion Detection System

Cisco’s Intrusion Detection System (IDS) uses 59 attack signatures to recognize and react to hacking attempts. IDS
is designed to recognize, record, and react to an attack before a breach can occur. IDS signatures are broken into
two categories: info and attack. An info signature looks for attempts to collect information about the network, (like
a port scan). The attack signature looks for actual breach attempts. Each of these two categories is further
subdivided into atomic and compound signatures. Atomic signatures look for tiny details, such as a request for a
specific port. Compound signatures look for overall patterns.

IDS Process

The IDS system works as follows:
Audit rule is created. Any number of signatures (from one to all) can be associated with a rule.

Audit rule is applied. When the rule is applied to incoming traffic, IDS has an opportunity to
evaluate them before the ACL does, thereby providing attack details that would normally be lost by
ACL denial. If the rule is applied to outgoing traffic on an interface, IDS analyzes that data only
after it has entered the router from another port.

Packets are audited. Various modules analyze the packet, starting with IP, then moving on to
either ICMP, TCP, or UDP, and ending with the application layer.

Signature is matched. If a packet matches a signature at any of the models, then the appropriate
action takes over:

= Alarm: sends an alarm to a central monitoring system.

= Drop: the packet is not forwarded.

= Reset: the packet has its reset flag set. These packets are then sent to each
party in the connection.

Configuring IDS

The steps to configure IDS include:
= Activate IDS

= Activate the Post Office

= Create and activate audit rules
Activating IDS Activating IDS requires two commands to be issued at the console in global configuration mode.
The first establishes auditing:

ip audit {protocol} {signature} {options}
The second command establishes a limit to how many stored events matching a particular signature are sent to the
IDS Director (the centralized alert monitoring system for IDS):

ip audit po max-events {quantity of events}

Activating the Post Office The Post Office is a proprietary Cisco protocol that creates point-to-point connections
between the IDS central management system and IDS hosts (routers configured with IDS features). Alarms are
transferred along the Post Office to either a log, or to the IDS Director.

ip audit notify nr-director/log

All hosts are assigned a number between 1 and 65535 (the host-id). The Director, along with all participating IDS
routers, are assigned a common organization number also between 1 and 65535 (the org-id).

ip audit po local hostid {host-id} orgid {org-id}

Post Office parameters for the Director also have to be set, including the following:
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rmtaddress: the IP address of the Director
localaddress: the IP address of the host interface
port: 45000 by default, this is the port number through which the Director expects to hear alarms

preference: if more than one route is configured to the Director, this number (either 1 or 2)
determines the priority for this particular connection

timeout: how long until the Post Office determines a connection has timed out (in seconds)

application: what type of system is handling the events (log or Director)

ip audit po remote hosted {host-id} orgid {org-id} rmtaddress
{ipaddress} localaddress {ipaddress} port {port-number} preference

{number} timeout {seconds} application {type}
Creating and Activating Audit Rules The first two commands determine what default actions are taken when
packets match an info signature or an attack signature (alarm, drop, or reset):

ip audit info alarm/drop/reset
ip audit attack alarm/drop/reset

Once default actions are specified, a user-supplied audit-name (which can be used later to assign signatures to the
rule) is assigned to a particular rule along with a signature type (info or attack), standard ACL, and action (alarm,
drop, reset):

Ip audit name {audit-name} info/attack list {standard ACL} action
alarm/drop/reset

Once defined, a rule is then applied to an interface along with a direction (in or out). This command is issued in
interface mode:

ip audit {audit-name} in/out

Finally, the IP address of the network to be protected is configured (in global configuration mode):

ip audit po protected {ip address}

Authentication Proxy

Cisco’s authentication proxy associates security policies with user profiles, allowing control over how individuals
access network resources. User profiles come from a RADIUS or TACACS+ server, but only when the user is
actively engaging in data transfers. Cisco has integrated the authentication proxy with other security services like
NAT, CBAC, VPN, and IPSec, which provides a consistent integration of all access control policies.

The authentication proxy works by intercepting a user’s HTTP requests. If the user has already been authenticated,
the proxy forwards that packet (and any subsequent packets from the same connection). If the authentication proxy
determines that they haven’t been authorized, the router’s HTTP server provides the user with a prompt to provide
a username and password. If the user doesn’t provide correct information after five attempts, the proxy ceases to
respond (denying even a login prompt) for two minutes.

When the authentication proxy determines that the user has provided a valid username and password, it obtains the
user profile from the AAA server. Based on this profile, the authentication proxy makes a dynamic entry to the
ACL of both the inbound and outbound interfaces required to complete the connection. If the user continues to use
the connection within the timeout limit, she is not prompted to re-enter her credentials. The authentication proxy
removes the dynamic ACL changes after the end of the timeout period.

Configuring Application Proxy

There are three required steps to configure the application proxy:
= Configure AAA
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» Configure the HTTP server
= Configure the application proxy
Configuring AAA The following command enables the router for AAA:
aaa new-model
The next two commands define which authentication service is to be offered to the user by default at login
(RADIUS or TACACS+), and then allow those services:
aaa authentication login default RADIUS/TACACS+
aaa authorization auth-proxy default {1st method} {2nd method}...

To specify the RADIUS or TACACS+ server, use
radius/tacacs-server server host {hosthame}

To specify the service key used for encryption and authentication between the router and the server, use

radius/tacacs-server key {key}

Finally, an ACL permits traffic back from the authentication server:
access-list {number of access list}

permit tcp host {source} eq {tacacs} host {destination}
Configuring the HTTP Server These commands are entered in global configuration mode. The first enables the
HTTP server on the router:

ip http server

The second command sets AAA as the authentication mode:

ip http authentication aaa

The third and final command specifies which access list is bound to the HTTP server:

ip http access-class {number of access list}

Configuring the Authentication Proxy Finally, the authentication proxy is itself configured. The first command
sets the timeout, after which the authentication proxy removes the dynamic changes to the ACL (along with user
authentication entries):

ip auth-proxy auth-cache-time {minutes}

The next command actually creates the authentication proxy rule and associates it with the HTTP protocol:

Ip auth-proxy name {rule name} http

The final command is issued in interface mode, and activates the rule by associating it with an interface:

ip auth-proxy {rule name}

Application Mapping

Cisco uses port-to-application mapping (PAM) to allow organizations to create CBAC-enforced filtering policies
around non-standard (non-registered) TCP and UDP ports. The PAM feature does this by creating a table map
associating applications with specific ports. Using standard ACLs, PAM can also be applied to an entire subnet, or
a single host. There are three different types of entries in the PAM table:

System-defined These entries cannot be edited or deleted, and consist of the registered (or well-
known) port-to-application mappings (such as TCP 21=FTP).

User-defined Custom entries of port-to-application mappings, with the limitation that applications
can’t be mapped to well-known ports (i.e., HTTP can’t be mapped to TCP 21, which is already
assigned to FTP by a system-defined entry).

Host-defined This option allows mappings to be created specifically for an IP host or subnet. This
creates additional security by only allowing HTTP traffic destined for a custom (and therefore
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hidden) port on a Web server if it originates from an internal subnet. Host-defined entries are also
the only way to override system-defined mappings.

Configuring PAM

PAM is enabled on a router by specifying the application name and the port number, along with the option of
associating PAM with a standard ACL (in order to apply a mapping to a subnet or host):

ip port-map {application name} port {port number} list {ACL number}

Delete a mapping by using a variant of the previous command:

no ip port-map {application name} port {port number} list {ACL number}

Overriding a standard port-to-application mapping requires two commands, the first to create a standard ACL that
is applied to a specific host; the second to create the port mapping override:

access-list {ACL number} permit {IP address of host}
ip port-map {application name} port {port number} list {ACL from
access-list command}

Network Address Translation

Originally conceived as a technique to preserve IP addresses, Network Address Translation (NAT) provides an
additional layer of network security by hiding your network IP addresses from the Internet. NAT allows
organizations to use private IP address ranges (private because no public router will recognize or route packets
with a source or destination address that belongs to a private range), yet still have connectivity with the Internet.

Cisco uses the following terms to make understanding NAT concepts and configuration clearer:
Inside local address The private IP address assigned to a host on the internal network.

Inside global address The public IP address that is assigned to outgoing data originating from an
inside local address (assigned to a host on the private network) as it crosses the NAT router. This
address is unique on the public Internet, hence global.

Outside global address The host IP address as assigned by the owner of the host (and a valid
public Internet address).

Outside local address The IP address of a host on the outside network as it appears to the inside
network. Because NAT can work both ways, the outside global address of a host can also be hidden
from the internal private network.

A router performing NAT works on the border between the private network of an organization and the public
Internet. When a host on the internal network requests a connection to a host with an outside global address (such
as a public Web server), it sends the packet to a NAT router. NAT changes the source IP address (the host’s inside
local address) on the packet to an outside global address (assigned to the NAT interface connected to the Internet),
and then forwards the packet to the Internet host. As the Internet host returns the packet, it sets its own outside
global address as the source address and the NAT-assigned outside global address as the destination address.
When the packet reaches NAT, NAT replaces the destination outside global address with the inside local address
of the host that originated the session, and forwards the packet to the internal host. NAT repeats this process for
the duration of the session.

Static Address Translation

NAT can perform both static and dynamic address translation. Static translation associates a single inside local
address to a single inside global address (which is not shared with any other sessions originating from the internal
network). Static translation allows an outside global address to initiate a communication session with a host on the
internal network, while keeping the assigned inside local address secret. For example, you would use static address
translation if you had a Web server that was located on the internal network that still needed to be able to receive
HTTP sessions originating from an outside global address.

page 139



Active Defense — A Comprehensive Guide to Network Security
The first step to configuring static address translation is associating an inside local address with an inside global
address:
ip nat inside source static
The final four commands define the private and public interfaces as being either inside or outside in relation to
NAT:
interface {type} {number}
ip nat inside
interface {type} {number}
ip nat outside

Dynamic Address Translation

Dynamic address translation associates an inside local address with an internal global address chosen from a pool
of addresses. This is the most common configuration for hosts on the internal network that act as clients for
Internet services. It is also the least taxing administratively.

The first command to enable dynamic address translation creates a range of IP addresses (the address pool):

ip nat pool {name of pool} {starting IP address} {ending IP address}

Then an ACL is created that defines which inside local addresses are allowed to be translated:

access list {access list number} permit {source}

Dynamic address translation is enabled while specifying the access list created in the previous command:

ip nat inside source list {access list number} pool {name of pool}

The final four commands define the private and public interfaces as being either inside or outside in relation to
NAT:

interface {type} {number}

ip nat inside

interface {type} {number}

ip nat outside

User Authentication and Authorization
Cisco routers use user-based authentication and authorization for access to network resources, (including access to
the router itself). Authentication is the process that verifies the identity of the user. Authorization generally follows
immediately after authentication and ensures that a user actually has the permissions necessary to access a
resource. In both instances, separate security services are commonly used (RADIUS, Kerberos, and less common,
TACACS and TACACS+). There are three steps to enable authentication and authorization services on a router:

= Activate AAA

= Activate authentication

= Activate authorization

Activating AAA

Activating AAA on a router is quite simple. Keep in mind, however, that TACACS and TACACS+ are older
protocols and not compatible with AAA (which was designed for the newer RADIUS and Kerberos protocols).
Enter the following command in global configuration mode:

aaa new-model

Deactivating AAA is just as easy as activating it:

no aaa new-model
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Activating Authentication

Authentication (like authorization) relies on a method list. A method list contains one or more ways a user can be
authenticated (or authorized) on a router. In case one of the services is unavailable (perhaps your RADIUS server
goes down), the router can use a backup method (another RADIUS server or a locally-stored user database) to
authenticate the user. Instead of defining individual authentication services, the method list is defined on groups. A
single group can have more than one instance of the same type of service (i.e., one or more RADIUS services in
the RADIUS group).

The first command defines the group name and the IP addresses of its members:

aaa group server radius {group name} server {ip address}

The next command defines a method list titled “default” and applies the list to all router logins. All users will be
authenticated by the RADIUS group unless all servers within that group are unreachable, in which case the router
will look to the local user database:

aaa authentication login default group radius local

Activating Authorization

Method lists are also used to define where the system finds and retrieves the system profiles that define user
access. Configured in a manner similar to authentication method lists, authorization method lists also define which
network services are controlled by the various methods. These network services are combined into five categories:

Auth-proxy part of the Authentication Proxy system, used to associate policies on a per-user basis
Commands defines access on specific commands given in the EXEC mode on the router

EXEC specifies characteristics of the router terminal session in general

Network all network sessions including PPP

Reverse Access pertains to reverse telnet sessions

The first command creates a method list:
aaa authorization auth-proxy/network/exec/commands {level}/reverse-access
{list name} {method}

The second command (performed in interface mode) links the authorization method list with an interface:

login authorization {list name}

Additional Security Precautions

Along with all the security precautions we have looked at so far, there is one more worth adding to the list. Our
final task is to help prevent Smurf attacks. Named after the original program that would launch this attack, Smurf
uses a combination of IP spoofing and ICMP replies in order to saturate a host with traffic, causing a denial of
service.

The attack goes like this: Woolly Attacker sends a spoofed ping packet (echo request) to the broadcast address of a
network with a large number of hosts and a high-bandwidth Internet connection. This is known as the bounce site.
The spoofed ping packet has a source address of the system Woolly wishes to attack.

The premise of the attack is that when a router receives a packet sent to an IP broadcast address (such as
206.121.73.255), it recognizes this as a network broadcast and will map the address to an Ethernet broadcast
address of FF:FF:FF: FF:FF:FF. So when your router receives this packet from the Internet, it will broadcast it to
all hosts on the local segment.

I’m sure you can see what happens next. All the hosts on that segment respond with an echo reply to the spoofed
IP address. If this is a large Ethernet segment, there may be 500 or more hosts responding to each echo request
they receive.

Since most systems try to handle ICMP traffic as quickly as possible, the target system whose address Woolly
Attacker spoofed quickly becomes saturated with echo replies. This can easily prevent the system from being able

to handle any other traffic, thus causing a denial of service.
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This not only affects the target system, but your organization’s Internet link, as well. If the bounce site has a T3
link (45Mbps) but the target system’s organization is hooked up to a leased line (56Kbps), all communication to
and from your organization will grind to a halt.

So how can you prevent this type of attack? You can take steps at the source site, bounce site, and target site to
help limit the effects of a Smurf attack.

Blocking Smurf at the Source

Smurf relies on the attacker’s ability to transmit an echo request with a spoofed source address. You can stop this
attack at its source by using the standard access list described earlier in this chapter. This will insure that all traffic
originating from your network does in fact have a proper source address—stopping the attack at its source.

Blocking Smurf at the Bounce Site

In order to block Smurf at the bounce site, you have two options. The first is to simply block all inbound echo
requests. This will prevent these packets from ever reaching your network.

If blocking all inbound echo requests is not an option, then you need to stop your routers from mapping traffic
destined for the network broadcast address to the LAN broadcast address. By preventing this mapping, your
systems will no longer receive these echo requests.

To prevent a Cisco router from mapping network broadcasts to LAN broadcasts, enter configuration mode for the
LAN interface and enter the command

no ip directed-broadcast
Warning This must be performed on every LAN interface on every router. This command will
not be effective if it is performed only on your perimeter router.

Blocking Smurf at the Target Site

Unless your ISP is willing to help you out, there is little you can do to prevent the effects of Smurf on your WAN
link. While you can block this traffic at the network perimeter, this is too late to prevent the attack from eating up
all of your WAN bandwidth.

You can, however, minimize the effects of Smurf by at least blocking it at the perimeter. By using reflexive access
lists or some other firewalling device that can maintain state, you can prevent these packets from entering. Since
your state table would be aware that the attack session did not originate on the local network (it would not have a
table entry showing the original echo request), this attack would be handled like any other spoof attack and
promptly dropped.

Additional Security Precautions

Along with all the security precautions we have looked at so far, there is one more worth adding to the list. Our
final task is to help prevent Smurf attacks. Named after the original program that would launch this attack, Smurf
uses a combination of IP spoofing and ICMP replies in order to saturate a host with traffic, causing a denial of
service.

The attack goes like this: Woolly Attacker sends a spoofed ping packet (echo request) to the broadcast address of a
network with a large number of hosts and a high-bandwidth Internet connection. This is known as the bounce site.
The spoofed ping packet has a source address of the system Woolly wishes to attack.

The premise of the attack is that when a router receives a packet sent to an IP broadcast address (such as
206.121.73.255), it recognizes this as a network broadcast and will map the address to an Ethernet broadcast
address of FF:FF:FF: FF:FF:FF. So when your router receives this packet from the Internet, it will broadcast it to
all hosts on the local segment.

I’m sure you can see what happens next. All the hosts on that segment respond with an echo reply to the spoofed
IP address. If this is a large Ethernet segment, there may be 500 or more hosts responding to each echo request
they receive.

Since most systems try to handle ICMP traffic as quickly as possible, the target system whose address Woolly
Attacker spoofed quickly becomes saturated with echo replies. This can easily prevent the system from being able
to handle any other traffic, thus causing a denial of service.

This not only affects the target system, but your organization’s Internet link, as well. If the bounce site has a T3
link (45Mbps) but the target system’s organization is hooked up to a leased line (56Kbps), all communication to
and from your organization will grind to a halt.
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So how can you prevent this type of attack? You can take steps at the source site, bounce site, and target site to
help limit the effects of a Smurf attack.

Blocking Smurf at the Source

Smurf relies on the attacker’s ability to transmit an echo request with a spoofed source address. You can stop this
attack at its source by using the standard access list described earlier in this chapter. This will insure that all traffic
originating from your network does in fact have a proper source address—stopping the attack at its source.

Blocking Smurf at the Bounce Site

In order to block Smurf at the bounce site, you have two options. The first is to simply block all inbound echo
requests. This will prevent these packets from ever reaching your network.

If blocking all inbound echo requests is not an option, then you need to stop your routers from mapping traffic
destined for the network broadcast address to the LAN broadcast address. By preventing this mapping, your
systems will no longer receive these echo requests.

To prevent a Cisco router from mapping network broadcasts to LAN broadcasts, enter configuration mode for the
LAN interface and enter the command

no ip directed-broadcast
Warning This must be performed on every LAN interface on every router. This command will
not be effective if it is performed only on your perimeter router.

Blocking Smurf at the Target Site

Unless your ISP is willing to help you out, there is little you can do to prevent the effects of Smurf on your WAN
link. While you can block this traffic at the network perimeter, this is too late to prevent the attack from eating up
all of your WAN bandwidth.

You can, however, minimize the effects of Smurf by at least blocking it at the perimeter. By using reflexive access
lists or some other firewalling device that can maintain state, you can prevent these packets from entering. Since
your state table would be aware that the attack session did not originate on the local network (it would not have a
table entry showing the original echo request), this attack would be handled like any other spoof attack and
promptly dropped.

Chapter 7: Check Point’s FireWall-1

Choosing which firewall to cover in this chapter was difficult. There are many firewall products on the market,
with a wide range of features. I chose FireWall-1 because it is by far the most popular firewall on the market
today. It has enjoyed a larger deployment than any other firewall solution, barring the Cisco router that we covered

in Chapter 6.

FireWall-1 Overview
FireWall-1 supports a wide range of features, but uses three primary components to create and enforce security
policies:
= GUI management interface
= Management Server
= FireWall Module
GUI Management Interface
A GUI client is used to define a network (or enterprise) Security Policy (along with Address Translation and

Bandwidth policies), which in turn is defined by using network objects (hosts, gateways, etc.) and security rules.
The GUI includes the Log Viewer and System Status Viewer.
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FireWall-1 creates an INSPECT script from the policies (Security, Address Translation, and/or Bandwidth) that
are defined at the GUIL. INSPECT is an object-oriented, high-level scripting language that is proprietary to Check
Point. The INSPECT script is then compiled to create the Inspection Code, which is then loaded into the various
Inspection Modules (discussed later in this chapter) on the network. Because the original INSPECT scripts are text
files, they can be customized by security administrators to meet specific needs.

Management Server

Although the various policies are created using the GUI client, they are actually stored on the Management Server.
The Management Server is responsible for storing and maintaining all FireWall-1 databases, (including those for
network object and user definitions), policies, and log files for all network enforcement points.

FireWall Module

A FireWall Module is a software component that is installed on any network enforcement point (usually a

gateway). FireWall Modules receive the policies from the Management Server and implement them, thereby
securing the network.

Inspection Module
The Inspection Module is loaded in the OS, below the network layer (below in reference to the OSI model) but
above the data-link layer. Packets are analyzed by the Inspection Module and compared to the policies.

IP addresses, port numbers, and state information from previous communications are all analyzed by the
Inspection Module to determine if the policies will permit the packets. All state and context information for all

sessions are stored in dynamic connection tables. Continually updated, these tables provide the Inspection Module
with cumulative data with which it checks follow-on communications.

Security Servers

Security Servers are responsible for user authentication and content security. Authentication and can work with
FTP, HTTP, Rlogin, and telnet. Some of the authentication schemes (or vendor technologies) that can be used with
FireWall-1 include:

= FireWall-1 Password

= OS Password

=  S/Key

= SecurlD Tokens

= RADIUS

= Axent Pathways Defender

= TACACS/TACACS+

= Digital Certificates

There are three different authentication methods that can be used with the above schemes:
User Authentication Conducted transparently (the user does not connect explicitly to the

FireWall-1 gateway), User Authentication allows access from any IP address.

Client Authentication Available for any service, Client Authentication is associated with a
particular IP address, and may or may not be transparent.

Session Authentication User connection requests are intercepted by FireWall-1, which then

activates the Session Authentication Agent (installed on the client). Upon successful receipt of
credentials, FireWall-1 completes the connection request.
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Security Servers are also responsible for Content Security, which is available for the following protocols:

HTTP controls content based on schemes (HTTP, FTP, etc), methods (GET and POST), hosts
(*.com), paths, and queries.

FTP controls content based on anti-virus checks on the files, as well as file name restrictions, and
FTP commands (GET and PUT).

SMTP controls content based on address fields (“From” and “To”), as well as header and
attachment types (*.VBS). Address translation is also available, hiding real user names from the
outside world while still preserving the ability to restore correct address in a response.

Security and Management Services
In addition to authentication and content filtering, FireWall-1 provides the following security and management
SCTVICES:

= NAT (Network Address Translation)

= VPN (Virtual Private Networks)

= LDAP (Lightweight Directory Access Protocol) Account Management

= Third-party device management (Open Security Extension)

= Fault-tolerance (High Availability)

» Load balancing (ConnectControl)

Network Address Translation (NAT)

NAT maps private IP addresses to one or more public IP addresses. FireWall-1 provides both dynamic and static
address mapping through two methods:

Graphical Address Translation Rule Base An Address Translation Rule Base can be used to
specify objects by name rather than by IP address (the objects having been assigned an IP address
previously). Rules can then be applied to specific destination and source IP addresses or services.

Automatic Configuration With Automatic Configuration, translation properties are assigned to
network objects (such as networks or workstations), and then rules are automatically generated for
these properties.

Virtual Private Networks (VPN)

Check Point’s VPN-1 Gateway is a combination of FireWall-1 and an optional VPN module. VPN-1 provides site-
to-site and remote user VPN access while supporting industry standard protocols:

* DES
= Triple DES
= |PSec/IKE

» Digital certificates
For more on VPN, see Chapter 10, “Virtual Private Networking.”

page 145



Active Defense — A Comprehensive Guide to Network Security

Lightweight Directory Access Protocol (LDAP)

FireWall-1 uses an Account Management module to pull user data from any LDAP-compliant server. As a result,
LDAP users (and even servers) can be used by rules like any other network object. A simple example would be a
user outside the firewall requesting access to resources behind the gateway. Because the FireWall Module can
query the LDAP database stored on a third-party LDAP-compliant server to verify the credentials offered by a
user, the importation of large user databases is not needed.

The Account Management Client can be launched from the FireWall-1 GUI or as a stand-alone application.
Templates can be used to apply configuration properties to multiple users at once. Any change in a template is
automatically made to all users who are associated with the template. Because all the components involved
(FireWall-1, Account Management Client, and LDAP servers) use SSL, the communication is secure.

Third-Party Device Management

The Open Security Extension is an optional component that takes a network-wide policy and applies it to third-
party security devices from vendors like 3Com, Microsoft, Cisco, and Nortel. Once a Security Policy is defined,
FireWall-1 creates an ACL (Access Control List) and sends it to each router and device in the network.

The Open Security Extension also has the ability to import pre-existing Access Lists as Security Policy objects,
along with log messages, allowing for centralized management of policies in conjunction with logging and
reporting.

Fault Tolerance

Because all FireWall Modules on a network share connection and state information, each individual FireWall
Module has a complete awareness of all network communications. If a FireWall Module fails, another FireWall
Module takes control and maintains the connection in its place.

Because the state tables of each connection are continually synchronized between FireWall Modules, the system
can support asymmetric routing. Without this information, packets that are part of the same session but travel
through different routes and different gateways might be interpreted differently, and some might be dropped.

Load Balancing

ConnectControl is an optional module that creates a Logical Server object (multiple physical servers providing the
same service). Rules can be defined that direct all connections of a particular server to a given Logical Server.
Clients are only aware of one Logical Server, although in reality they are connected to any of the physical servers
making up the Logical Server. There are five load-balancing algorithms:

Server load Only available when a server has a load-measuring agent installed, FireWall-1 uses

the information from the various agents to determine which server is best able to handle the
incoming connection.

Round trip PING data determines which server has the shortest round-trip time and therefore
should handle a connection.

Round robin The next server in the list is assigned the connection.
Random A server is selected based on a random algorithm.

Domain The closest server as determined by domain names is chosen.

Finding Good FireWall-1 Support

The best technical information on FireWall-1 outside of Check Point comes from Phoneboy—specifically
www . phoneboy . com. In addition to one of the best FAQ sites on the product, the site hosts a moderated list
dedicated to FireWall-1 at www . phoneboy.com/fwl/wizards/index.html
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Of course, you can still subscribe to the official Check Point FireWall-1 mailing list by sending a message to

<Majordomo@us.checkpoint.com>

with the words

subscribe fw-1-mailinglist

in the body of the message. Although this list is operated by Check Point, it is truly an unmoderated list.
Subscribers discuss problems and complaints quite openly, and only rarely do you see someone from Check Point
posting to the list. This means that you receive advice and help from neighborly people within the end-user
community. This is always a good thing—you are far more likely to receive straight advice, not marketing hype.

Choosing a Platform
One of FireWall-1’s strengths is the diversity of platforms it supports. FireWall-1 components work with various
operating systems as illustrated in Table 7.1.

Table 7.1: Operating Systems support by FireWall-1

FireWall-1 Modules Operating
Systems

Management Server and Enforcement Module Microsoft
Windows
NT 4.0
(SP4-
SP6a)

Sun
Solaris
2.6,
Solaris 7
(32-bit
mode
only)
Red Hat
Linux 6.1
(with
kernel
2.2.x)

HP-UX
10.20,
11.0 (32-
bit mode

only)

IBM AIX
421,
4.3.2,
433

) Microsoft
GUI Client Windows

9x, NT,
2000

Sun
Solaris
SPARC

HP-UX
10.20

IBM AIX
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We will use the NT 4.0 version as a model for our discussion. There are a number of reasons for this selection:
» The information required to secure a UNIX system for firewall use has been widely distributed.
Techniques for securing NT are less common.

= NT and NT product versions are less mature than their UNIX counterparts, so there are a
number of caveats to watch out for during an installation.

= Running a firewall on NT is becoming extremely popular.

For these reasons, our discussion will be limited to the NT version of the product. While there are many interface
similarities between the NT and UNIX versions (you can even run the firewall on a UNIX platform and the control
software from NT), the installation process does vary greatly between versions.

Prepping NT for Firewall Installation

First let’s look at getting NT ready for the firewall product installation. There are a number of tweaks you can
perform in order to increase security and optimize performance.

Hardware Requirements

A production NT server that will be used as a firewall should meet or exceed the following criteria (I am assuming
that you will have a T1-speed connection or less and that the server will be dedicated to firewall functionality):
=  Pentium 200 processor

= 1GB of disk storage

= RAID lll or higher redundancy

= 128MB of RAM (minimum for FireWall-1 per Check Point’s recommendation)
= 2 PCI network cards

While FireWall-1 will run on a lesser platform, Internet performance and availability have quickly become critical
functions. If you are just bringing up an Internet connection for the first time, you will be amazed how quickly
your organization relies on it, just like any other business service.

Installing NT

FireWall-1 will run on NT server or workstation. Since this system should be dedicated to firewall functionality,
the license count difference between these two products should not be an issue. Therefore, you can use either
product. It is recommended, however, that NT server be used, because the permission setting on the Registry
makes this platform a bit more secure.

Note The Windows NT Registry, which stores all the configuration information for the system,
varies slightly between NT Server and Workstation. NT Server has a stricter access
control policy with regard to Registry keys. This insures that only the system
administrator is able to change the values stored within the database keys, thus increasing
the integrity of the Registry information.

When installing NT server, observe the following guidelines:
= Install all required network cards before loading NT.
= Create an NTFS C partition of at least 800MB which will hold the NT operating system
and swap file.
= Create an NTFS D partition of the remaining drive space (200MB minimum) to hold the
firewall software as well as the firewall logs.

= Load TCP/IP as the only protocol. Make sure IP forwarding is enabled.

= Remove all services unless you plan to have this server join a domain in order to use OS
authentication for inbound access. If you do wish to use OS authentication, you will need
to run the Computer Browser, NetBIOS Interface, RPC Configuration, Server, and
Workstation services.

= Install the SNMP service if you choose to use it (see the “Installing FireWall-1” section for
some caveats).
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= Configure the system as a stand-alone workgroup, not a domain, whenever possible.
» [f the server will be part of a domain, disable all WINS bindings on the external interface.

= Disable the guest account and create a new Administrator-equivalent account for
performing firewall management. When you are ready to install the firewall software, log
off as Administrator, log on as the new account name, and disable the Administrator
account.

= Enable auditing and track logon failures in User Manager. Under User Rights, remove the
right for all users to log on from the network. Modify the Logon Locally right to include
only the user name you created as an Administrator equivalent.

= |nstall Service Pack 6a. This is considered the most stable service pack and has the most
comprehensive security fixes to date.

» Change the boost to the foreground application to None under the Performance tab in
System Properties.

= If you are running the server service (for domain authentication), go to the Server
Properties dialog box and change Optimization to Maximize throughput for network
applications.

Tip NT has a problem where it associates driver names with the NIC card loading order in the
Registry. If the card settings are changed in any way (IRQ change, cards added or removed,
and so on), this Registry setting may become corrupt. You can check this by running the
ipconfig command, which will return incorrect card information or an error message that
states, "The Registry has become corrupt." This is why it is important to install the NICs
before installing NT. The only sure fix is to reload the operating system and all patches
from scratch (not as an upgrade).

Once you have followed these guidelines, you are ready to make an emergency recovery disk and begin the
FireWall-1 product install. Remember that if you load any new software from the NT server CD after this point,
you will have to reinstall

= SP6a

= All hotfixes

= The firewall software (as an update)

= The firewall patch
Make sure you have your system exactly the way you want it before you install the firewall software.
Pre-install Flight Check

At this point, you should verify that the firewall platform has IP connectivity. Create a default route that points to
the local router interface leading to the Internet. Create required route table entries for any internal network
segments that are not directly connected to the firewall. The correct syntax to use when creating route table entries
is

route add -p {remote IP} mask {subnet mask} {gateway address}
So to create a route entry to the network 192.168.2.0, which is on the other side of a local router at IP address
192.168.1.5, you would type

route add -p 192.168.2.0 mask 255.255.255.0 192.168.1.5
Likewise, if the route entry was only for the host 192.168.2.10, you would type

route add -p 192.168.2.10 mask 255.255.255.255 192.168.1.5
Note The -p switch tells the operating system to make this route entry permanent, allowing the
route entry to remain persistent over operating system reboots.
Once you have created your route table, you should test connectivity. This can be done using ping and traceroute.
At this point, the firewall platform should have connectivity to all internal and external hosts. If it does not, you
need to troubleshoot the problem before going any further.
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You should also make sure that you can ping external IP addresses from internal hosts. This will not be possible,

however, if you are using private address space for your internal hosts. If you are using private address space,

pinging the external interface of the firewall should suffice.

You should also run the ipconfig command and record the adapter drive name associated with the external IP

address. This name will be similar to EInk32. This information will be required later during the firewall software

installation if you have purchased a single gateway product. Make sure you record the name exactly, because the

entry is case sensitive.

Tip If you are worried about someone trying to break in to your network while you are testing

for connectivity, simply disconnect the WAN connection to your router. You can then test
connectivity as far as the IP address on the router’s serial interface.

Generating a License

Once you have verified connectivity, you are ready to generate a firewall license. This is done by pointing your
Web browser at

http://license.checkpoint.com/

By filling in the online forms, you can register the product and generate a valid license key. The information you
will be prompted for includes
=  Who you are

* Your e-mail address

=  Who sold you the software

= The certificate key number on the inside jacket of the CD case
= The platform and operating system you plan to use

= The external IP address of the firewall

Once you complete the forms, you will be presented with a valid host ID, feature set, and license key. This
information will also be sent to the e-mail address that you specified on the form. Once you have this information
in hand, you are ready to begin your firewall installation.

Note The firewall software ships with a 30-day evaluation license that will expire on a specific
date (not 30 days after the software is installed). You can use this license to get your
firewall up and running if you need it, but the evaluation may not support all the options
you require.

Choosing a Platform
One of FireWall-1’s strengths is the diversity of platforms it supports. FireWall-1 components work with various
operating systems as illustrated in Table 7.1.

Table 7.1: Operating Systems support by FireWall-1

FireWall-1 Modules Operating Systems
Management Server and Microsoft Windows NT 4.0 (SP4-SP6a)
Enforcement Module

Sun Solaris 2.6, Solaris 7 (32-bit mode only)
Red Hat Linux 6.1 (with kernel 2.2.x)

|

|

‘ HP-UX 10.20, 11.0 (32-bit mode only)
’ IBMAIX4.2.1,43.2,43.3
|

|

|

GUI Client Microsoft Windows 9x, NT, 2000

Sun Solaris SPARC
HP-UX 10.20
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Table 7.1: Operating Systems support by FireWall-1 |

‘ FireWall-1 Modules ‘ Operating Systems |
| | IBMAIX |

We will use the NT 4.0 version as a model for our discussion. There are a number of reasons for this selection:
» The information required to secure a UNIX system for firewall use has been widely distributed.
Techniques for securing NT are less common.

= NT and NT product versions are less mature than their UNIX counterparts, so there are a
number of caveats to watch out for during an installation.

» Running a firewall on NT is becoming extremely popular.

For these reasons, our discussion will be limited to the NT version of the product. While there are many interface
similarities between the NT and UNIX versions (you can even run the firewall on a UNIX platform and the control
software from NT), the installation process does vary greatly between versions.

Prepping NT for Firewall Installation

First let’s look at getting NT ready for the firewall product installation. There are a number of tweaks you can
perform in order to increase security and optimize performance.

Hardware Requirements

A production NT server that will be used as a firewall should meet or exceed the following criteria (I am assuming
that you will have a T1-speed connection or less and that the server will be dedicated to firewall functionality):
=  Pentium 200 processor

= 1GB of disk storage

= RAID lll or higher redundancy

= 128MB of RAM (minimum for FireWall-1 per Check Point’s recommendation)
= 2 PCI network cards

While FireWall-1 will run on a lesser platform, Internet performance and availability have quickly become critical
functions. If you are just bringing up an Internet connection for the first time, you will be amazed how quickly
your organization relies on it, just like any other business service.

Installing NT

FireWall-1 will run on NT server or workstation. Since this system should be dedicated to firewall functionality,
the license count difference between these two products should not be an issue. Therefore, you can use either
product. It is recommended, however, that NT server be used, because the permission setting on the Registry
makes this platform a bit more secure.

Note The Windows NT Registry, which stores all the configuration information for the system,
varies slightly between NT Server and Workstation. NT Server has a stricter access
control policy with regard to Registry keys. This insures that only the system
administrator is able to change the values stored within the database keys, thus increasing
the integrity of the Registry information.

When installing NT server, observe the following guidelines:
= Install all required network cards before loading NT.
= Create an NTFS C partition of at least 800MB which will hold the NT operating system
and swap file.
= Create an NTFS D partition of the remaining drive space (200MB minimum) to hold the
firewall software as well as the firewall logs.

= Load TCP/IP as the only protocol. Make sure IP forwarding is enabled.
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» Remove all services unless you plan to have this server join a domain in order to use OS
authentication for inbound access. If you do wish to use OS authentication, you will need
to run the Computer Browser, NetBIOS Interface, RPC Configuration, Server, and
Workstation services.

= Install the SNMP service if you choose to use it (see the “Installing FireWall-1” section for
some caveats).

= Configure the system as a stand-alone workgroup, not a domain, whenever possible.
= |f the server will be part of a domain, disable all WINS bindings on the external interface.

= Disable the guest account and create a new Administrator-equivalent account for
performing firewall management. When you are ready to install the firewall software, log
off as Administrator, log on as the new account name, and disable the Administrator
account.

» Enable auditing and track logon failures in User Manager. Under User Rights, remove the
right for all users to log on from the network. Modify the Logon Locally right to include
only the user name you created as an Administrator equivalent.

= Install Service Pack 6a. This is considered the most stable service pack and has the most
comprehensive security fixes to date.

= Change the boost to the foreground application to None under the Performance tab in
System Properties.

= |f you are running the server service (for domain authentication), go to the Server
Properties dialog box and change Optimization to Maximize throughput for network
applications.

Tip NT has a problem where it associates driver names with the NIC card loading order in the
Registry. If the card settings are changed in any way (IRQ change, cards added or removed,
and so on), this Registry setting may become corrupt. You can check this by running the
ipconfig command, which will return incorrect card information or an error message that
states, "The Registry has become corrupt." This is why it is important to install the NICs
before installing NT. The only sure fix is to reload the operating system and all patches
from scratch (not as an upgrade).

Once you have followed these guidelines, you are ready to make an emergency recovery disk and begin the
FireWall-1 product install. Remember that if you load any new software from the NT server CD after this point,
you will have to reinstall

= SP6a

= All hotfixes

» The firewall software (as an update)

= The firewall patch
Make sure you have your system exactly the way you want it before you install the firewall software.
Pre-install Flight Check

At this point, you should verify that the firewall platform has IP connectivity. Create a default route that points to
the local router interface leading to the Internet. Create required route table entries for any internal network
segments that are not directly connected to the firewall. The correct syntax to use when creating route table entries
is

route add -p {remote IP} mask {subnet mask} {gateway address}
So to create a route entry to the network 192.168.2.0, which is on the other side of a local router at IP address
192.168.1.5, you would type

route add -p 192.168.2.0 mask 255.255.255.0 192.168.1.5
Likewise, if the route entry was only for the host 192.168.2.10, you would type

route add -p 192.168.2.10 mask 255.255.255.255 192.168.1.5
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Note The -p switch tells the operating system to make this route entry permanent, allowing the
route entry to remain persistent over operating system reboots.
Once you have created your route table, you should test connectivity. This can be done using ping and traceroute.
At this point, the firewall platform should have connectivity to all internal and external hosts. If it does not, you
need to troubleshoot the problem before going any further.

You should also make sure that you can ping external IP addresses from internal hosts. This will not be possible,

however, if you are using private address space for your internal hosts. If you are using private address space,

pinging the external interface of the firewall should suffice.

You should also run the ipconfig command and record the adapter drive name associated with the external IP

address. This name will be similar to Elnk32. This information will be required later during the firewall software

installation if you have purchased a single gateway product. Make sure you record the name exactly, because the

entry is case sensitive.

Tip If you are worried about someone trying to break in to your network while you are testing

for connectivity, simply disconnect the WAN connection to your router. You can then test
connectivity as far as the IP address on the router’s serial interface.

Generating a License

Once you have verified connectivity, you are ready to generate a firewall license. This is done by pointing your
Web browser at

http://license.checkpoint.com/

By filling in the online forms, you can register the product and generate a valid license key. The information you
will be prompted for includes
=  Who you are

= Your e-mail address

=  Who sold you the software

= The certificate key number on the inside jacket of the CD case
= The platform and operating system you plan to use

» The external IP address of the firewall

Once you complete the forms, you will be presented with a valid host ID, feature set, and license key. This
information will also be sent to the e-mail address that you specified on the form. Once you have this information
in hand, you are ready to begin your firewall installation.

Note The firewall software ships with a 30-day evaluation license that will expire on a specific
date (not 30 days after the software is installed). You can use this license to get your
firewall up and running if you need it, but the evaluation may not support all the options
you require.

FireWall-1 Security Management

Managing a security policy through FireWall-1 is a multistep process. First, you must define objects you wish to
control, and then you must define users, after which you apply these objects to the rule base. While this
configuration may seem a bit complex, it is actually quite straightforward and allows for extremely granular
security control. All security management is performed through the Security Policy-1 tab of the Policy Editor as
shown in Figure 7.6.
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Figure 7.6: The FireWall-1 Policy Editor (with the Security Policy 1 tab selected)
Begin by defining your network objects. Select Manage » Network Objects from the Security Policy-1 menu (the
available menu options change depending on which policy tab is selected), which will produce the Network Object
management screen as shown in Figure 7.7. When you start this screen for the first time, there will be no entries.

Metwork Objects |

— Exizting Objects:

Shaw: I-"l"-” j

Hemave | Edlif.. |

Cloze | Help |

Figure 7.7: The Network Objects management screen

There a number of different object types that can be created. These include

Workstation This is a generic object used to create any computer host. This includes hosts with
multiple NIC cards, such as the firewall.

Network This object is used to define an entire IP subnet. This is useful when you wish to apply
the same security policy to an entire subnet.

Domain This object is used to define all hosts within a specific DNS domain name. It is
recommended that you do not use this object, because it relies on accurate DNS information and

slows down the processing speed of the firewall.

Router This object is used to define network routers. FireWall-1 has the ability to convert policies
created through the Policy Editor to access lists and to update defined routers automatically.
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Switch This object allows you to define network switches.

Integrated Firewall This object represents an installed FireWall-1 module (also known as an
enforcement point).

Group This object allows you to collect multiple objects under one. For example, you could create
a group of all network objects and refer to them as the group local net.

Logical Server A grouping of two or more modules providing the same service, this object is used
to enable load balancing.

Address Range Instead of an entire IP subnet, this object allows a security policy to be applied to a
collection of addresses.

Creating an Object for the Firewall
The first object you should create is one representing the firewall. This is done by selecting New » Workstation
from the Network Objects management screen. The will produce the Workstation Properties screen shown in

Figure 7.8.
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Figure 7.8: The Workstation Properties screen

First, assign a name and an IP address. The system name should be the same as the computer’s DNS host name
and the Microsoft computer name. Also, it is beneficial to standardize on a single address when referring to the
firewall, even though it has multiple interfaces. Typically, the external interface is used. This should be consistent
with your local DNS. You may even want to create a hosts file entry on the firewall that includes the system’s
name and external IP address.
Tip FireWall-1 will run faster if the NT server has an entry for itself in the local hosts file stored
in C:\winnt\system32\drivers\etc.

The firewall and any system that sits behind it are considered to be on the internal network. The only systems
considered external are the ones sitting outside the external interface of the firewall. Also, since this system has
multiple NIC cards, it is considered a gateway, not a host. Finally, you should indicate that FireWall-1 is installed
on this machine.

If you click the Interfaces tab, you will be presented with a list of system interfaces. Since you have not created
any entries yet, the list will be blank. To create an entry, click the Add button. This will produce the Interface
Properties screen shown in Figure 7.9.
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Figure 7.9: The Interface Properties screen

Here is where you will define your IP spoofing rules. By configuring each of your interfaces, you can insure that
the firewall only accepts traffic from a valid IP address. This will help to prevent Smurf and other attacks that rely
on using a spoofed address.

The name you use for each interface should match the adapter name used by Windows NT. This will insure that
the spoofing rules are applied to the correct interface. You also need to enter the locally attached network address

(not the IP address of the NIC but the network subnet address), as well as a valid subnet mask.

Next you will define what traffic source addresses are valid. To do this, select one of the options under Valid
Addresses. Here’s what each option means:

Any This option, the default, assumes that life is happy and we trust everyone. No screening takes
place for any spoofed IP traffic.

No security policy! This option is the same as the Any option. No spoof detection is performed.
Others This option is used in combination with the spoofing filters defined for the other interfaces.
In effect, this options states, “All traffic is acceptable except for what has been defined on another

interface.” This is the option you would typically select for your external interface.

Others + This option is the same as Others, except that you have the option to define an additional
host, network, or group whose traffic would be considered acceptable, as well.

This net This option states that only traffic from the locally connected subnet will be accepted.

This is useful for defining a DMZ or an internal network segment that has no routed links leading to
other subnets.

Specific This option allows you to specify a particular host, network, or group whose traffic would
be considered acceptable. This is useful for defining your internal network when you have multiple

subnets.

Once you specify which addresses are valid, you must then tell the firewall what to do when it detects a spoofed
address. Your options are

None Why would I want to know about spoofed packets?
Log Create a log entry in the firewall log indicating a spoofed packet was detected.

Alert Log the event and take some form of pre-configured action.

Note You can configure alerts from the Security Policy-1 menu by selecting Policy >
Properties and clicking the Log and Alert tab.
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At a minimum, you should log any attempts to use spoofed packets against your network. The Alert option is
useful because it allows you to define some other method of notification that may be able to get your attention
more quickly. For example, you could have the firewall send you an e-mail message stating that an alert condition
has been encountered.

Repeat this process for each interface that has been installed in your firewall. Once you’ve done so, you are ready
to click OK and save your firewall network object.

Working with NAT

Let’s create a few more network objects—only we will assume that the internal network is using private address
space. This means that your firewall will need to perform network address translation between your internal
network and the Internet.

As an example, let’s set up an internal host that will be acting as a mail relay. Since this host needs to be reachable
from the Internet, you will need to use static NAT. Repeat the initial steps you used to configure the firewall
object. The only configuration difference is under the General tab of the Workstation Properties screen: leave the
FireWall-1 installed check box unchecked. You may also wish to set a different color for this object in order to
distinguish it from other objects.

Once you have filled out all the general information, instead of selecting the Interfaces tab, select the Address
Translation tab. The screen should appear similar to Figure 7.10.
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Figure 7.10: The Address Translation tab of the Workstation Properties screen

Configuring the workstation object to use NAT is pretty straightforward. Once you select the Add Automatic
Address Translation Rules check box, the other options become active. For a translation method, you can select

Hide Hide the system behind a legal address.

Static Map this private address to a legal address.

Since this system needs to be reachable, define the Translation Method as Static. Next, enter a legal IP address to
use in the Valid IP Address field. The Install On option lets you choose which firewalled object enforces address
translation rules. Choosing All installs the rules on all firewalled objects. Finally, click OK and install this entry
into your rule base.

Creating Route Entries on the Firewall

You need to perform one more step in order to have this translated address handled correctly. Since NT is actually
providing the routing functionality, not FireWall-1, you need to fool NT by creating a static route entry at the
command prompt which associates the static NAT address with the host’s legal IP address. Do this by typing the
command

route add -p {legal IP address} mask 255.255.255.255 {private IP address}
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For example, if the IP address assigned to the mail relay is 192.168.1.10, and the legal static NAT address is
206.121.73.10, the entry would appear as follows:
route add -p 206.121.73.10 mask 255.255.255.255 192.168.1.10
This is correct, provided that the host is attached to a segment that is locally connected to the firewall. If the host is

located on a remote segment that is on the other side of a router, you should replace the private IP address entry
with the router’s local address.

Problems with ARP

Using NAT can cause problems when translating between OSI layer 2 (data link) and OSI layer 3 (network)
communications. To see how this problem occurs, take a look at the network shown in Figure 7.11. The internal
network is using private address space. This means that in order for the mail relay to have full Internet
connectivity, static NAT must be used.

Internet
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|_ﬂ_'3-'f"i Fouter
206.121.730 |

2

i
e
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[ 19216810 ot
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== 3 192.168.2.0
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Mail Relay _'l n -
Internal Mail System Workstation

Figure 7.11: A network using private address space
Now let’s assume that your ISP issues you a single class C address space of 206.121.73.0. You assign
206.121.73.1 to the Ethernet interface on the router, 206.121.73.2 to the external interface on the firewall, and you
wish to use 206.121.73.10 as the static NAT address for the mail relay. This creates an interesting problem. Let’s
follow the communication session when you try to send an outbound e-mail message to see what happens. For
simplicity, let’s assume that your mail relay already knows the IP address of the external host to which it needs to
deliver a message.
Your mail relay identifies that it needs to deliver a message to an external host. It creates an IP header using its
assigned IP address as the source address (192.168.1.10), and the IP address of the remote mail system as the
destination IP address (192.52.71.4). The mail relay sets SYN=1 on this initial packet in order to establish a new
session. Your mail relay would then ARP for the MAC address of 192.168.1.1 (its default gateway setting) and
forward this first packet to the firewall.
Your firewall reviews the NAT table and realizes that this host address needs to be statically mapped. The firewall
then changes the source IP address to 206.121.73.10, and ARP for its default gateway setting, which is the
Ethernet interface of the router (206.121.73.1). The firewall then transmits this initial connection request. This
process is shown in Figure 7.12.
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Figure 7.12: An initial session request from the mail relay
Through the magic of the Internet, this initial packet of data is routed to the destination host. Let’s assume that the
remote host is in fact a mail system and that your connection request is accepted. The remote host creates an IP
header using its IP address as the source address (192.52.71.4) and the legal IP address of your mail system as the
destination IP address (206.121.73.10). The mail system sets SYN=1 and ACK=1 to acknowledge your request to
establish a new session. Let’s assume that this reply makes it all the way back to your router without error.
At this point, an interesting problem arises. Y our router receives this acknowledgment in its WAN port and
consults its routing table. The router realizes that the 206.121.73.0 network is directly connected to its Ethernet
port. Not realizing that this system is on the other side of the firewall, it attempts local delivery by transmitting an
ARP to 206.121.73.10. Since no actual system is using this address, the ARP request fails. The router assumes that
the host is down and returns an error to the remote mail system.

How do you get around this ARP problem and get the router to deliver the reply directly to the firewall? Luckily,
you have a few options available to remedy this situation.

Fixing ARP at the Router

If the router supports static ARP entries, you could create a phony entry on the router that maps the MAC address
of the firewall’s external interface to the IP address you are translating. When the firewall receives a packet for
206.121.73.10, it will no longer need to transmit an ARP broadcast. The router would consult its ARP cache, find
the static entry you created, and deliver the packet directly to the firewall.

If the router is a Cisco, you could create this entry with the following command in global configuration mode:

arp {ip address} {hardware address}
Tip To find the external MAC address of the firewall, you can ping the firewall’s external
address and then view the ARP cache entry on the router. This will display the MAC
address entry in the format the router expects you to use when creating the static entry.

Not all routers support the creation of static ARP entries. If you are stuck using one of these routers, you will have
to try one of the other options that follow. The only drawback to configuring static ARP entries on the router is
that if you have multiple devices on the segment between the firewall and the router (such as other routers or an
unprotected server), each device will need a static ARP entry in order to reach this translated address.

Fixing ARP at the Firewall

You can also fix this problem on the firewall by telling the NT server to respond to an ARP request for the
translated address when it sees one. This is referred to as proxy ARP and is a common feature on UNIX platforms.
Unfortunately, NT has no built-in method for performing proxy ARP for other IP addresses. Fortunately, we can
configure proxy ARP through the FireWall-1 software.
Note Most UNIX machines support static ARP entries with a -p switch. This switch tells the
UNIX machine to "publish," or act as a proxy for, the specified IP address. If your
firewall is running on UNIX, this will fix the ARP problem with NAT addresses.
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To our ARP problem, you will need to create a file in the \%fw1%)\state directory. Name the file local.arp. In this
file, create one entry per line that associates each statically mapped IP address with the MAC address of the
firewall’s external interface. The format of each line should be

206.121.73.10 00-00-0C-34-A5-27

Once you have rebooted the system, the firewall will begin responding to ARP requests for the listed entries.

Note The only drawback to this method is that it does not work consistently if you
create 10 or more entries. How often the system replies will depend on how busy
it is at the time. If you have many IP addresses that will need to be translated, you
should look at fixing proxy ARP for NT through one of the other listed methods.

Fixing ARP through Routing Changes

Of course, the easiest way to fix ARP for NAT addresses would be to make sure that ARP is never an issue. You
can do this by changing your subnet address scheme and your routing tables so that the router no longer thinks that
the static NAT address is local.
For example, let’s say that you went back to your ISP and asked it to issue you a new legal subnet address, in
addition to the one already supplied. Instead of asking for a full class C address space, you ask for one that uses a
255.255.255.252 subnet mask. Most ISPs will be receptive to this request, because it only supports two hosts and
ISPs usually have address space broken down into this increment for use on point-to-point WAN links.
Tip If your ISP will not issue you additional address space, you can subnet the address space
you have already received.
Once you have obtained this address space, use it to address the network between the router and the firewall. For
example, if your ISP issued you the network address 206.121.50.64, you could use 206.121.50.65 for the Ethernet
interface on the router and 206.121.50.66 for the external interface on the firewall. You would then need to create
a route entry on the router, telling it that the best route to the 206.121.73.0 network is through the firewall’s
external interface (206.121.50.66).
Tip Remember that if you change the external IP address on the firewall, you will need
to generate a new license key.

So your router no longer thinks it is local to your statically mapped addresses and will no longer send an ARP
request for this address when attempting delivery. The router will defer to its routing table and realize that this is
not a local host, so it must transmit the packet to the next hop, which is the firewall.

Working with the FireWall-1 Rules
Now that you have created your required network objects, it is time to employ them in your firewall rules and

imglement ﬁour securitz Rolicz. A samﬁle Rolicz is shown in Figure 7.13.
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Figure 7.13: Sample FireWall-1 rules
The rules read from left to right. For example, Rule 4 states, “Any IP host connecting to the system web_server on
port 80 should be allowed through the firewall." Port 80 is the well-known port for HTTP. Remember that
FireWall-1 is simply going to screen the packet headers. It has no way to know for sure if the remote system is
actually transmitting HTTP requests. The service column employs service names, instead of port numbers, for
improved ease of use. Here’s a description of each column:

No. Identifies each rule by number in order to provide a reference
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Source Identifies the source hosts or networks affected by this rule
Destination Identifies the destination hosts or networks affected by this rule
Service Identifies the service port numbers affected by this rule

Action Determines what should be done with a packet if the source, destination, and service are a
match. Options are

= Accept Lets it through

Drop Discards the packet with no notification to the source

Reject Sends an RST=1 packet to the source

User Auth Invokes User Authentication for the connection

Client Auth Invokes Client Authentication for the connection

Session Auth Invokes Session Authentication for the connection

Encrypt Encrypts outgoing packets, accepts and decrypts incoming packets

Client Encrypt Accepts only SecuRemote (Check Point’s VPN client) communications
Track Determines what should be done when this rule finds a match. Options are

= Ignore Not represented by an icon, leaving Track blank does not create a log
entry

Short log entry Records the source IP address and destination IP and port address
Long log entry Records the short entries plus source port and packet size
Account Writes entry to an accounting log

Alert Takes special predefined action

Mail Sends an e-mail which includes the log entry

SNMP Trap Issues an SNMP trap (defined in SNMP Trap Alert field on the Log and
Alert tab of the Properties Setup Window)

User defined Performs a user-customizable action
Install On Defines on which systems the rule entry should be enforced. The default is
Gateways, which includes all NetworkObjects defined as Gateways. You can also selectively
install each rule on:
= Dst Represents inbound traffic on Network Objects defined as Destination

(usually servers)

page 161



Active Defense — A Comprehensive Guide to Network Security

Src¢ Similar to Dst, but represents outbound traffic (that is client-initiated)
Routers Rules are enforced on all routers
Integrated FireWalls Rules are enforced on all integrated FireWalls

Targets Rules are applied to a specific target, on both in and outbound traffic (called
eitherbound by Check Point)

Time Determines what time of day, day of the week, or day of the month this rule should be
enforced. For example, if Time on rule 3 were changed to read 5:00 pm to 8:00 Am, users could
only access the Internet during non-business hours. A new Group object can also be created that
can hold multiple Time objects, which are applied collectively (as the Group) to a particular
rule.

Comments Allows you to add text describing the purpose of the rule. (This column is only
partially shown in Figure 7.13.)

Understanding the Rule Set
Let’s look briefly at each of the rules shown in Figure 7.13. Feel free to adapt these rules to your environment as
you see fit.

Rule 1 tells the firewall to drop, but not log, all NetBIOS traffic originating from the internal network. Windows
machines broadcast name information once per minute. These entries can quickly fill up your log and make it
difficult to weed out the information you are actually interested in. When you leave the Track column blank, the
log does not record this traffic.

Rule 2 is used to block any services that you absolutely do not want to let past your firewall. This can be used to
minimize the effects of a break-in. For example, let’s say that your Web server is attacked and compromised. The
attacker may try to transmit SNMP information to a remote location in order to gain additional information on the
internal environment. Since most organizations typically have a fairly loose policy regarding Internet access, this
information would be allowed to leave the network. Rule 2 not only blocks this traffic, it also notifies the
administrator that something fishy is going on.

Rule 3 lets your internal systems perform any type of communication they desire, except for services blocked by
earlier rules. Like a router access list, FireWall-1 processes rules in order so traffic is evaluated on a first fit basis,
not a best fit basis.

Rules 4 and 5 allow in acceptable traffic to your Web server and mail relay, respectively. Because these systems
are located on an isolated DMZ, Rule 6 is required to let your mail relay deliver SMTP messages to your internal
mail system. When this rule is combined with Rule 7, no other traffic is permitted from the DMZ to the internal
network. Again, this helps to protect your internal systems if one of your public servers becomes compromised.
Rule 8 is then used to allow your mail relay to deliver messages to hosts out on the Internet.

Rule 9 looks for suspicious activity: specifically, for traffic trying to connect to TCP echo and/or the Character
Generator service. These services have many known exploits. None of your internal systems actually offers these
services. Rule 9 is set up specifically to see if someone is probing your network, perhaps with a scanner. If such
traffic is detected, you want the firewall to take additional action beyond simply creating a log entry. So why not
monitor all unused ports? If the attacker is using a port scanner, this rule may be evaluated hundreds—even
thousands—of times. The last thing you want is to cause a denial of service on your mail system as the firewall
tries to warn you of an attack in progress (kind of defeats the whole purpose, doesn’t it?).

Rule 10 is your implicit denial. This rules states, “Deny all traffic that does not fit neatly into one of the above-
mentioned rules.”

Modifying the Rules

To add a row and create a new rule entry, select the Edit menu option. Each new row will be created with the
default rule: “Deny all traffic.” To change the parameters, simply right-click in each box and select Add.
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To change the Source entry for a rule, for example, you would simply right-click in the Source box and select Add
from the drop-down menu. You would then see a list of valid objects you could add to specify the source
parameter for this new rule. Continue this process until you have created all the rules required to implement your
security policy.

Modifying the Firewall Properties

The rule base is not the only place where you need to configure traffic parameters. You also need to modify the
properties of the firewall itself. To do this, select Policy » Properties from the Security Policy-1 menu. The
Properties Setup screen is shown in Figure 7.14.
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Figure 7.14: The Properties Setup screen
Note This screen is a bit disturbing, as it defines traffic that should be processed outside of the
rule base. In other words, this screen defines services that should be processed even if
they have not been specifically defined within the Rule Base Editor.

Notice that the Accept RIP option is not selected by default. This option tells the firewall, “Accept RIP traffic
before you even process the rule base.” Even if you do not have a rule telling the firewall to accept RIP updates,
the firewall will do so, anyway. If Woolly Attacker knows you are using FireWall-1, he may attempt to transmit
false RIP updates to your firewall in an effort to corrupt your routing table. This is another one of the reasons that
static routing should be used whenever possible.

There are also services that you can enable or disable on other Properties Setup tabs, as well. Make sure you check
the Services and Access Lists tab to insure that they match your access control policy.

When Properties Are Processed

This is a major security hole if you do not configure these properties to match your security policy. You can
specify when to process each of these properties by using these settings:
= First Accept this traffic before processing the rule base.
= Before Last Accept this traffic, unless the rule base specifically blocks it from taking
place.
= Last Process this traffic after the last rule in the rule base. If it is not specifically
blocked, let it pass. If the last rule is “Drop all traffic from any source to any
destination,” this property is not evaluated.

So why this major lapse in security? As with many things in life, security was compromised in an effort to make
the firewall easier to use, appealing to the lowest common denominator. For example, the firewall administrator
may not be able to figure out that she needs to accept RIP traffic in order to process route updates. The
administrator may be a little slow on the uptake and not realize that she needs to pass DNS queries in order to
allow internal systems to resolve host names to IP addresses. These properties are enabled by default in order to
cover for this kind of mistake. Rather than improving consumer education, companies compensate by decreasing
the level of security their products offer.
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The SYNDefender Tab

The final Properties Setup tab you should evaluate is the SYNDefender tab. SYNDefender allows the firewall to
protect internal systems from SYN-based attacks.
You may remember from our discussion of TCP-based communications in Chapter 3 that two hosts will exchange
a TCP handshake before initializing the session. During this handshake

1. Source sends a packet to the destination with SYN=1.

2. Destination replies to source with SYN=1, ACK=1.
3. Source sends a packet to the destination with ACK=1.

4. Source starts transmitting data.
Note A TCP host uses two separate communication queues: a small one for sessions that still
have the TCP handshake taking place, and a larger one for sessions that have been fully
established. It is the smaller queue that is the target of a SYN attack.

When the destination host receives the first SYN=1 packet, it stores this connection request in a small “in process”
queue. Since sessions tend to be established rather quickly, this queue is small and only able to store a relatively
low number of connection requests. This was done for memory optimization, in the belief that the session would
be moved to the larger queue rather quickly, thus making room for more connection requests.

A SYN attack floods this smaller queue with connection requests. When the destination system issues a reply, the
attacking system does not respond. This leaves the connection request in the smaller queue until the timer expires
and the entry is purged. By filling up this queue with bogus connection requests, the attacking system can prevent
the system from accepting legitimate connection requests. Thus a SYN attack is considered a denial of service.

The SYNDefender tab offers two ways to combat this problem. You can configure the firewall to act as
= A passive SYN gateway

= A SYN gateway
As a passive SYN gateway, the firewall queues inbound connection requests and spoofs the reply SYN=1, ACK=1
packet back to the transmitting host. This prevents the connection request from ever reaching the internal system.
If a proper ACK=1 is received from the transmitting system, the firewall then handshakes with the internal system
and begins passing traffic between the two hosts. In effect, the firewall is acting like a SYN proxy.

The only drawback to this method is that it adds a slight delay to the initial session establishment. It also adds a lot
more processing on the firewall as it attempts to mediate all of these connection requests. For example, a Web
browser will create multiple sessions when it downloads a Web page. A separate session is established for each
graphic, piece of text, or icon. Most popular Web sites will create a minimum of 50 sessions, and some graphically
rich sites will top 300 simultaneous connections. As an added protection, the passive SYN gateway allows you to
specify a timeout (the default is 10 seconds) and the Maximum Sessions allowed (the default is 5000).

The other option is to set up the firewall as a SYN gateway. In this mode, the firewall lets the SYN=1 request and
the SYN=1, ACK=1 reply simply pass through the firewall. At this point, however, the firewall will spoof an
ACK=1 back into the internal system in order to complete the connection request and move the session to the
larger queue. When the remote system responds with an ACK=1 of its own, the firewall blocks this one packet but
allows the rest of the session to take place normally.

If the remote host does not reply within a configurable amount of time, the firewall will send an RST=1 to the
internal system, thus terminating the session. The only problem here is that you may end up creating sessions on
the internal system that are not required if an attack is taking place. This is typically not a problem, because the
active session queue is in a far better position to handle multiple sessions then the connection queue would be.
This meth