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Introduction

We are the technologically inclined and normality spurned, or at least, this is how we perceive (or
perhaps want) things to be. We are adept at dealing with machines, and manipulating things.
Everything comes easy to us, and when things always come to you without any failure, you begin to
feel nothing matters... that the world is rigged. Perhaps, this is why we always look for conspiracies,
and when they don’t exist, we create them ourselves. Maybe | will tap another military switch...

Why are we like this?

We are different from other people, and those others cannot always accept this. We ourselves are not
racists, or sexists, or idedlists. We do not feel that other people will understand us. Those of us
electronically gathered here are alike, but in the real world we are so few and far between that we do
not feel comfortable in normal society.

We quickly grasp concepts, and, because of our manipulative nature, quickly see through those who
are lying. They cannot deceive us. We don't care. There are systems to hack. In redlity, we care
about much more, but can't very well affect it.

We are dazed and confused technological mall rats waiting for the apocalypse. When will it come?
We are ready, and want it. If it doesn’t show up... we will be jilted a our millennial altar. Maybe we
will create it. Or at least dream about it. Anarchy?

Dark visions, from an apathetic crowd.

And yet, we are not technogoths, waiting for some distant, terrible, cyberdistopia. We have lives, and
want to live. We are sick of hearing from a select few that we are *‘different.” To us, the young
generation going into the next millennium, the young generation brought together by technology and
in technology, the word “different” shouldn’t matter. We are all “different,” all abnormal... but it
should have no impact.

Those of us on the brink of technology, faling over, laugh a those who do not understand
technology. They embody the Old World, driven by race and prior position in society. We laugh at
them for being “different,” because they refuse to be apathetic about difference. Why can’'t they be
different like us?

Microsoft asked where | want to go today. The only place | want to go is straight to tomorrow. | am a
hacker of the future and this is my manifesto...

—NMindgame

As the world becomes increasingly networked through the Internet, competitors, spies, disgruntled
employees, bored teens, and hackers more frequently invade others computers to steal information,
sabotage careers, and just to make trouble. Together, the Internet and the World Wide Web have
opened a new backdoor through which a remote attacker can invade fome computers or company
networks and electronically snoop through the data therein. According to my experiences,
approximately 85 percent of the networks wired to the Internet are vulnerable to such threats.

The continued growth of the Internet, along with advances in technology, mean these intrusions will
become increasingly prevaent. Today, externa threats are a rea-world problem for any company
with connectivity. To ensure that remote access is safe, that systems are secure, and that security
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policies are sound, users in al walks of life need to understand the hacker, know how the hacker
thinks—in short, become the hacker.

The primary objective of this book is to lay a solid foundation from which to explore the world of
security. Simply, this book tells the truth about hacking, to bring awareness about the so-called
Underground, the hacker’s community, and to provide the tools for doing so.

The book is divided into six parts:

Part 1: In the Beginning
Chapter 1. Understanding Communication Protocols
o Chapter 2: NetWare and NetBIOS Technology
Part 2: Putting It All Together
o Chapter 3: Understanding Communication Mediums
Part 3: Uncovering Vulnerabilities
Chapter 4: Well-Known Ports and Their Services
o Chapter 5: Discovery and Scanning Techniques
Part 4: Hacking Security Holes
o Chapter 6: The Hacker’s Technology Handbook
o Chapter 7: Hacker Coding Fundamentals
o Chapter 8: Port, Socket, and Service Vulnerability Penetrations

Part 5: Vulnerability Hacking Secrets

Chapter 9: Gateways and Routers and Iriternet Server Daemons

Chapter 10: Operating Systems

Chapter 11: Proxies and Firewalls

Part 6: The Hacker’s Toolbox

Chapter 12: TigerSuite: The Complete Internetworking Security Toolbox

The difference between this book and other technical manuscripts is that it is written from a hacker’s
perspective. The internetworking primers in Parts 1 and 2, coupled with Chapter 6, “The Hacker's
Technology Handbook, will educate you about the technologies required to delve into security and
hacking. These chapters can be skimmed if your background is technically sound, and later used as
references. Part 3 reviews in detail the tools and vulnerability exploits that rule “hackerdom.” Part 4
continues by describing covert techniques used by hackers, crackers, phreaks, and cyberpunks to
penetrate security weaknesses. Part 5 reveals hacking secrets of gateways, routers, Internet server
daemons, operating systems, proxies, and firewalls. Part 6 concludes with the software and
construction necessary for compiling a TigerBox, used by security professionals and hackers for
sniffing, spoofing, cracking, scanning, spying, and penetrating vulnerabilities. Throughout this book
you will aso encounter Intuitive Intermissions, real-life interludes about hacking and the
Underground. Through them you'll explore a hacker’s chronicles, including a complete technology
guide.

Who Should Read This Book

The cliché “‘the best defense is a good offense” can certainly be applied to the world of network
security. Evaluators of this book have suggested that this book it may become a required reference
for managers, network administrators (CNAs, MCPs), network engineers (CNEs, MCSES),
internetworking engineers (CCNA/P, CCIEs), even interested laypeople. The materia in this book
will give the members in each of these categories a better understanding of how to hack their
network vulnerabilities.



More specifically, the following identifies the various target readers:

The home or small home office (SOHO) Internet Enthusiast, whose web browsing includes
secure online ordering, filling out forms, and/or transferring files, data, and information

The network engineer, whose world revolves and around security

The security engineer, whose intent is to become a security prodigy

The hacker, cracker, and phreak, who will find this book both educational and entertaining
The nontechnical manager, whose job may depend on the information herein

The hacking enthusiast and admirer of such films as Snheakers, The Matrix, and Hackers

The intelligent, curious teenager, whose destiny may become clear after reading these pages

As a reader here, you are faced with a challenging “technogothic” journey, for which I am your
guide. Malicious individuals are infesting the world of technology. My goal is to help mold you
become a virtuous hacker guru.

About the Author

Now a renowned superhacker who works on award-winning projects, assisting security managers
everywhere, John Chirillo began his computer career at 12, when after a one-year self-taught
education in computers, he wrote a game called Dragon's Tomb. Following its publication,
thousands of copies were sold to the Color Computer System market. During the next five years,
John wrote several other software packages including, The Lost Treasure (a game-writing tutorial),
Multimanger (an accounting, inventory, and financial management software suite), Sorcery (an RPG
adventure), PC Notes (GUI used to teach math, from algebra to calculus), Falcon’'s Quest | and 1l (a
graphical, Dictionintensive adventure), and Genius (a complete Windows-based point-and-click
operating system), among others. John went on to become certified in numerous programming
languages, including QuickBasic, VB, C++, Pascal, Assembler and Java. John later developed the
PC Optimization Kit (increasing speeds up to 200 percent of standard Intel 486 chips).

John was equally successful in school. He received scholarships including one to Illinois Benedictine
University. After running two businesses, Software Now and Geniusware, John became a consultant,
specializing in security and analysis, to prestigious companies, where he performed security
analyses, sniffer analyses, LAN/WAN design, implementation, and troubleshooting. During this
period, John acquired numerous internetworking certifications, including Cisco's CCNA, CCDA,
CCNP, pending CCIE, Intel Certified Solutions Consultant, Compagq ASE Enterprise Storage, and
Master UNIX, among others. He is currently a Senior Internetworking Engineer at a technology
management company.
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CHAPTER

1

Understanding Communication Protocols

Approximately 30 years ago, communication protocols were developed so that individual stations
could be connected to form a local area network (LAN). This group of computers and other devices,
dispersed over arelatively limited area and connected by a communications link, enabled any station
to interact with any other on the network. These networks allowed stations to share resources, such
as laser printers and large hard disks.

This chapter and Chapter 2 discuss the communication protocols that became a set of rules or
standards designed to enable these stations to connect with one another and to exchange information.
The protocol generally accepted for standardizing overall computer communications is a seven-layer
set of hardware and software guidelines known as the Open Systems Interconnection (OSl) model.
Before one can accurately define, implement, and test (hack into) security policies, it isimperative to
have a solid understanding of these protocols. These chapters will cover the foundation of rules as
they pertain to TCP/IP, ARP, UDP, ICMP, IPX, SPX, NetBIOS, and NetBEUI.

A Brief History of the Internet

During the 1960s, the U.S. Department of Defense’s Advanced Research Projects Agency (ARPA,
later called DARPA) began an experimental wide area network (WAN) that spanned the United
States. Called ARPANET, its origina goal was to enable government affiliations, educational
institutions, and research laboratories to share computing resources and to collaborate via file sharing
and electronic mail. It didn't take long, however, for DARPA to redlize the advantages of
ARPANET and the possibilities of providing these network links across the world.

By the 1970s, DARPA continued aggressively funding and conducting research on ARPANET, to
motivate the development of the framework for a community of networking technologies. The result
of this framework was the Transmission Control Protocol/Internet Protocol (TCP/IP) suite. (A
protocol is basicaly defined as a set of rules for communication over a computer network.) To
increase acceptance of the use of protocols, DARPA disclosed a less expensive implementation of
this project to the computing community. The University of California at Berkeley's Berkeley
Software Design (BSD) UNIX system was a primary target for this experiment. DARPA funded a
company called Bolt Beranek and Newman, Inc. (BBN) to help develop the TCP/IP suite on BSD
UNIX.

This new technology came about during a time when many establishments were in the process of
developing local area network technologies to connect two or more computers on a common site. By
January 1983, all of the computers connected on ARPANET were running the new TCP/IP suite for
communications. In 1989, Conseil Europeén pour la Recherche Nucléaire (CERN), Europe's high
energy physics laboratory, invented the World Wide Web (WWW). CERN'’s primary objective for
this development was to give physicists around the globe the means to communicate more efficiently
using hypertext. At that time, hypertext only included document text with command tags, which were
enclosed in <angle brackets>. The tags were used to markup the document’s logical elements, for
example, the title, headers and paragraphs. This soon developed into a language by which
programmers could generate viewable pages of information called Hypertext Markup Language
(HTML). In February 1993, the National Center for Supercomputing Applications at the University

5



of Illinois (NCSA) published the legendary browser, Mosaic. With this browser, users could view
HTML graphically presented pages of information.

At the time, there were approximately 50 Web servers providing archives for viewable HTML. Nine
months later, the number had grown to more than 500. Approximately one year later, there were
more than 10,000 Web servers in 84 countries comprising the World Wide Web, al running on
ARPANET’ s backbone called the Internet.

Today, the Internet provides a means of collaboration for millions of hosts across the world. The
current backbone infrastructure of the Internet can carry a volume well over 45 megabits per second
(Mb), about one thousand times the bandwidth of the origina ARPANET. (Bandwidth is a measure
of the amount of traffic a media can handle at one time. In digital communication, this describes the
amount of data that can be transmitted over a communication line at bits per second, commonly
abbreviated as bps.)

| nternet Protocol

The Internet Protocol (IP) part of the TCP/IP suite is a four-layer model (see Figure 1.1). IP &
designed to interconnect networks to form an Internet to pass data back and forth. IP contains
addressing and control information that enables packets to be routed through this Internet. (A packet
is defined as a logical grouping of information, which includes a header containing control
information and, usually, user data.) The equipment—that is, routers—that encounter these packets,
strip off and examine the headers that contain the sensitive routing information. These headers are
modified and reformulated as a packet to be passed along.

Hadyir’f, Packet headers contain control information (route specifications) and user data. This
Hol?f = information can be copied, modified, and/or spoofed (masqueraded) by hackers.

One of the IP's primary functions is to provide a permanently established connection (termed
connectionless), unreliable, best-effort delivery of datagrams through an Internetwork. Datagrams
can be described as a logical grouping of information sent as a network layer unit over a
communication medium. 1P datagrams are the primary information units in the Internet. Another of
IP's principal responsibilities is the fragmentation and reassembly of datagrams to support links with
different transmission sizes.

Application

Transrmission Control Protocal

Internet Protocal

Metwork Address

Figure 1.1 The four-layer TCP/IP modd.



Bits 4 ] 16 19 24 5]

Version Length Type of Service Total Length
Identification Flags Fragment Offset
Time to Live Frotocol Header Checksum

Source Address

Destination Address

Options

Data

Figure 1.2 An IP packet.

During an analysis session, or sniffer capture, it is necessary to differentiate between different types
of packet captures. The following describes the IP packet and the 14 fields therein, as illustrated in
Figure 1.2.

Verson. The IP version currently used.

I|P Header Length (Length). The datagram header length in 32-bit words.

Type-of-Service (ToS). How the upper-layer protocol (the layer immediately above, such as
transport protocols like TCP and UDP) intends to handle the current datagram and assign a
level of importance.

Total Length. The length, in bytes, of the entire IP packet.

I dentification. An integer used to help piece together datagram fragments.

Flag. A 3-bit field, where the first bit specifies whether the packet can be fragmented. The
second bit indicates whether the packet is the last fragment in a series. The fina bit is not
used at thistime.

Fragment Offset. The location of the fragment’s data, relative to the opening data in the
original datagram. This allows for proper reconstruction of the original datagram.
Time-to-Live (TTL). A counter that decrements to zero to keep packets from endlessly
looping. At the zero mark, the packet is dropped.

Protocol. Indicates the upper-layer protocol receiving the incoming packets.

Header Checksum. Ensures the integrity of the IP header.

Source Address/Destination Address. The sending and receiving nodes (station, server,
and/or router).

Options. Typically, contains security options.
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Data. Upper-layer information.

Ha:kt?, Key fields to note include the Source Address, Destination Address, Options, and

Hnﬁif:b Data.

Now let’slook at actual sniffer snapshots of 1P Headers in Figures 1.3aand 1.3b to compare with the
fields in the previous figure.

----- IF Header —————
IF:
IP: Version = 4, header length = 20 bytes
IF: Type of service = 00
IF: goo. .... = routines
IF: .0 ... = normal delaw
IF: coo. 0L = normal throughput
IF: ... .0.. = normal reliability
IFP: Total length = 60 bytes
IFP: Identification = 591386
IFP: Flag=s = 0X
IF: 0., ... = nay fragment
IF: .0, ... = last fragment
IP: Fragment offset = 0 bytes
IF: Time to live = 32 =second=<hops
IF: Frotocol = 1 (ICHFE)
IF: Header checksum = 0376 (correct)
IF: Source address = [172.29.44.14]
IF: Destination address = [172.29.44 2]
IF: Ho options

Figure 1.3a Extracted during the transmission of an Internet Control Message Protocol (ICMP) ping
test (ICMP is explained later in this chapter).

===== [P Header --=—===
IF:
IF: Version = 4, header length = 20 bytes
IF: Type of s=ervice = 00
IF: goo. ... = routine
1F: o0 L = normal delay
IF: ... 0... = normal throughput
IF: cee. 0L, = normal reliability
IF: Total length = 112 byte=s
IF: Identification = 4864
IF: Flags = 4X
IF: 1.0 ... = don't fragment
IF: .00 ... = last fragment
IF: Fragment off=s=et = 0 bytes
IF: Time to live = 32 =zecondsshops
IF: Protocol = 6 (TCP)}
IF: Header check=um = FASF (correct)
IF: Source address = [10.55.28.117]
IF: Destination address = [10.55. 28 22]
IF: Ho options

Figure 1.3b Extracted during the transmission of a NetBIOS User Datagram Protocol (UDP)
session request (these protocols are described later in this chapter and in Chapter 2).

| P Datagrams, Encapsulation, Size, and Fragmentation



|P datagrams are the very basic, or fundamental, transfer unit of the Internet. An IP datagram is the
unit of data commuted between IP modules. IP datagrams have headers with fields that provide
routing information used by infrastructure equipment such as routers (see Figure 1.4).

Data for Upper Layer

IP Header IP Data

Data Link Header Diata Link Data Frame Check Segments

Figure 1.4 An IP datagram.

Be aware that the data in a packet is not really a concern for the IP. Instead, IP is concerned with the
control information as it pertains to the upper-layer protocol. This information is stored in the IP
header, which triesto deliver the datagram to its destination on the local network or over the Internet.
To understand this relationship, think of P as the method and the datagram as the means,

Had(ﬁs, The IP header is the primary field for gathering information, as well as for gaining
Note™ ., control.

It is important to understand the methods a datagram uses to travel across networks. To sufficiently
travel across the Internet, over physical media, we want some guarantee that each datagram travelsin
a physical frame. The process of a datagram traveling across media in a frame is called
encapsulation.

Now, let’s take a look at an actua traveling datagram scenario to further explain these traveling
datagram methods (see Figure 1.5). This example includes corporate connectivity between three
branch offices, over the Internet, linking Ethernet, Token Ring, and FDDI (Fiber Distributed Data
Interface) or fiber redundant Token Ring networks.

| (o)
Elh&rnuat—l Ring H;‘

Router

Figure 1.5 Real-world example of atraveling datagram.
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An ideal situation is one where an entire |P datagram fits into a frame; and the network it is traveling
across supports that particular transfer size. But as we all know ideal situations are rare. One problem
with our traveling datagram is that networks enforce a maximum transfer unit (MTU) size, or limit,
on the size of transfer. To further confuse the issue, different types of networks enforce their own
MTU; for example, Ethernet has an MTU of 1500, FDDI uses 4470 MTU, and so on. When
datagrams traveling in frames cross network types with different specified size limits, routers must
sometimes divide the datagram to accommodate a smaler MTU. This process is called
fragmentation.

s Routers provide the fragmentation process of datagrams, and as such, become
Hoj\é"f = vulnerableto passive and intrusive attacks.

| P Addresses, Classes, Subnet Masks

Communicating on the Internet would be almost impossible if a system of unique addressing were
not used. To prevent the use of duplicate addresses, routing between nodes is based on addresses
assigned from a pool of classes, or range of available addresses, from the InterNetwork Information
Center (InterNIC). InterNIC assigns and controls all network addresses used over the Internet by
assigning addresses in three classes (A, B, and C), which consist of 32-bit numbers. By default, the
usable bitsfor Classes A, B, and C are 8, 16, and 24 respectively. Addresses from this pool have
been assigned and utilized since the 1970s, and they include the ranges shown in Figure 1.6; an
example of an IP address is shown in Figure 1.7.

Class First Octet or Octets as Network vs. Netmask Binary
Series Host
1111 1111 0000 0000 0000 Q000 QOO0 D00
1=126 Metwork Host Host Host ar
A 255.00.0
1111 1111 1111 1111 0000 0000 0000 GO00
128 =191 Metwork Metwork Host Host ar
8 25525500
A1 1 T A 1111 1111 0000 G600
192 - 223 Network Hetwork . etveork. Host ol
C 255,255.255.0
D Defined for multicast operation and not used for normal operation
E Defined for expenmental use and not used for normal operation

Figure 1.6 1P address chart by class.
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First Octet

v

NIC Assigned Class C: 206.0.125.0

bov

Metwork Haost

Figure 1.7 1P address example with four octets.

The first octet (206) indicates a Class C (Internet-assigned) IP address range with the format
Networ k.Network.Network.Host with a standard mask binary indicating 255.255.255.0. This means
that we have 8 bits in the last octet for hosts. The 8 bits that make up the last, or fourth, octet are
understood by infrastructure equipment such as routers and software in the following manner:

Bt 1 2 3 4 5 6
Vaue 128 64 32 16 8 4 2 1  =255(254usable hosts)

In this example of afull Class C, we only have 254 usable IP addresses for hosts; 0 and 255 cannot
be used as host addresses because the network number is O and the broadcast address is 255.

With the abundant utilization of Class B address space and the flooding of requested Class C
addresses, a Classess Interdomain Routing (CIR) system was introduced in the early 1990s.
Basically, aroute is no longer an IP address; a route is now an |P address and mask, allowing us to
break a network into subnetsand supernets This also drastically reduces the size of Internet routing
tables.

s It isimportant to understand IP address masking and subnetting for performing a
Noter., security analysis, penetration hacking, and spoofing. There's more information on
these topicslater in this chapter.

Subnetting, VLSM, and Unraveling | P the Easy Way
Subnetting is the process of dividing an assigned or derived address class into smaller, individual,
but related, physica networks. Variable-length subnet masking (VLSM) is the broadcasting of

subnet information through routing protocols (covered in the next chapter). A subnet mask is a 32-bit
number that determines the network split of |P addresses on the bit level.

11



Senal O

| Ethernet O

Router 1 | J
() L—Ethemet

.

Ethernet 0

v weomm| Ethernet |

Router 2 I J
[} L —Ethernet }

LW,

Figure 1.8 Real-world IP network example.

Examplel

Let’stake alook at area-world scenario of alocating |P addresses for a routed network (Figure 1.8).
Given: 206.0.125.0 (NIC assigned Class C). Inthis scenario, we need to divide our Class C address
block to accommodate three usable subnets (for offices A, B, and C) and two subnets for future
growth. Each subnet or network must have at least 25 available node addresses. This process can be
divided into five steps.

Step 1

Four host addresses will be required for each of the office’s router interfaces: Router 1 Ethernet O,
Router 2 Ethernet 0/Ethernet 1, and Router 3 Token Ring O (see Figure 1.9).

Step 2

Only one option will support our scenario of five subnets with at least 25 IP addresses per network
(as shown in the Class C subnet chart in Figure 1.10).

12



Subnet Interfaces

Router1 - Ethemet 0
1 Router 1 - Senal 0 1P address will be provided by the internet provider)
Router2 - Ethemet 0

2 Router 2 - Ethamet 1

3 Router3 - Token Ring O
Router 3 - Serial 0 {iF address will be provided by the Internet provider)

Figure 1.9 Real-world network example interface requirement chart.

s. See Appendix A: “'IP Reference Table and Subnetting Charts,” as well as an IP

Note=*.., Subnetting Calculator found on the CD for quick calculations. It is important to

under stand this process when searching for all possible hosts on a network during a
discovery analysis.

Bits in Subnet Mask Subnet Mask # of Subnets # of Hosts Pe
Subnet
2 285 255285192 2 B2
3 255.255.255.224 & 30
4 255255 255,240 14 14
5 255255 285.248 30 B
6 255255255 252 62 2

Figure 1.10 Class C subnet chart by number of subnets versus number of hosts per subnet.

Bitsin Subnet Mask: Keeping in mind the information given earlier, let’s further explore the
subnet mask bit breskdown. When a bit is used, we indicate this with a 1:

3Bits: 1 1 1
Vaue 128 64 32 16 8 4 2 1
When a bit is not used, we indicate thiswith a 0:

3 Bits: 0 0 0 0
Value: 128 64 32 16 8 4 2
SUBNET MASK

3Bits: 1 1 1 0 0 0 0 0
Value: 128 64 32 16 8 4 2 1
Value: 128+ 64+ 32 = 224 (mask = 255.255.255.224)
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Number of Subnets: Remember, in this scenario we need to divide our Class C address
block to accommodate three usable subnets (for offices A, B, and C) and two subnets for
future growth with at least 25 available node addresses per each of the five networks.

To make this process as simple as possible, let’s start with the smaller number—that is, 5 for
the required subnets or networks, as opposed to 25 for the available nodes needed per
network. To solve for the required subnets in Figure 1.9), we'll start with the following
equation, where we'll solve for n in 2n— 2, being sure to cover the required five subnets or
networks.

Let’s start with the power of 2 and work our way up:

22-2=2 23-2=6 24-2=14

The (3rd power) in the equation indicates the number of bits in the subnet mask. Here we see
that 23 — 2 = 6 subnets if we use these 3 bits. This will cover the required five subnets with an
additional subnet (or network) left over.

Number of Hosts per Subnet: Now let’s determine the number of bits |eft over for available
host addresses. In this scenario, we will be using 3 bits in the mask for subnetting. How many
are left over?

Out of the given 32 bits that make up IP addresses, the default availability (for networks
versus hosts), as previously explained, for Classes A, B, and C blocks are as follows:

Class A: 8 bits

Class B: 16 hits

Class C: 24 hits

Our scerario involves a Class C block assigned by InterNIC. If we subtract our default bit
availability for Class C of 24 bits (as shown) from the standard 32 bits that make up |P addresses, we

have 8 bits remaining for networks versus hosts for Class C blocks.

Next, we subtract our 3 bits used for subnetting from the total 8 bits remaining for network versus
hosts, which gives us 5 bits left for actual host addressing:

3Bits 1 1 1 O O O 0 O
Vaue: 128 64 32 (16 8 4 2 1
5 bits left

Let’s solve an equation to see if 5 bits are enough to cover the required available node addresses of at
least 25 per subnet or network:

25-2=30

Placing the remaining 5 bits back into our equation gives us the available node addresses per subnet
or network, 25 — 2 = 30 host addresses per six subnets or networks (remember, we have an additional
subnet |eft over).

From these steps, we can divide our Class C block using 3 bits to give us six subnets with 30 host
addresses each.
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Step 3

Now that we have determined the subnet mask, in this case 255.255.255.224 (3 bits), we need to
calculate the actual network numbers or range of |P addresses in each network.

An easy way to accomplish this is by setting the host bits to 0. Remember, we have 5 bits left for
hosts:

3Bits 1 1 1 0 0O 0 O O
Value: 128 64 32 (16 8 4 2 1)

5 host bits
left

With the 5 host bits set to 0, we set the first 3 bitsto 1 in every variation, then calculate the value (for
a shortcut, take the first subnet value=32 and add it in succession to reveal al six subnets):

3Bits: 0 o 1 0 0O O O o©
Vaue: 128 64 32 (16 8 4 2 1)
32 =32

3Bts 0 1 0 O O 0O O O

Vaue 128 64 32 (16 8 4 2 1)
64 =64

3Bits 0 1 1 O 0 0

Vaue 128 64 32 (16 8 4 2 1)
64+ 32 =96

3Bits 1 0 0O O O O 0

Value: 128 64 32 (16 8 4 2 1)
128 =128

3Bits 1 0 1 O 0

Value: 128 64 32 (16 8 4 2 1)
128+ 32 =160

3Bts 1 1 0 O O O O O
Value 128 64 32 (16 8 4 2 1)
128+ 64 =192

Now let’'s take a look at the network numbers of our subnetted Class C block with mask
255.255.255.224:

206.0.125.32 206.0.125.64 206.0.125.96
206.0.125.128 206.0.125.160 206.0.125.192
Step 4
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Now that we have solved the network numbers, let’s resolve each network’s broadcast address by
setting host bits to all 1s. The broadcast address is defined as the system that copies and delivers a
single packet to all addresses on the network. All hosts attached to a network can be notified by
sending a packet to a common address known as the broadcast address:

3 Bits: o 0o 1 1 1 1 1 1
Value 12864 32 (168 4 2 1
32+ 16+ 8+ 4+ 2+ 1 =63
3 Bits: o 1 0 1 1 1 1 1
Value 12864 32 (168 4 2 1
64  +16 +8 +4 +2 +1 =95
3 Bits: o 1 1 1 1 1
Value 12864 32 (168 4 2 1
64+ 32+ 16+ 8+ 4+ 2+ 1 =127
3 Bits: 1 0 0 1 1 1 1
Value 128 64 32 (16 8 4 1)
128+ 16+ 8+ 4+ 2+ 1 =159
3 Bits: 1 0 1 1 1 1 1
Value 128 64 32 (16 8 4 1)
128+ 32+ 16+ 8+ 4+ 2+ 1 =191
3 Bits: 1 1 0 1 1 1 1
Value 128 64 32 (16 8 4 1)
128+ 64+ 16+ 8+ 4+ 2+ 1 =223

Let's take a look at the network broadcast addresses of our subnetted Class C block with mask
255.255.255.224:

206.0.125.63 206.0.125.95 206.0.125.127
206.0.125.159 206.0.125.191  206.0.125.223
Step 5

So what are the available IP addresses for each of our six networks anyway? They are the addresses
between the network and broadcast addresses for each subnet or network (see Figure 1.11).
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Network Address Broadcast Address Valid IP Address Range
206.0.125.32 206.0.125.63 206.0.126.33 -206.0.125.62
205.0.125.64 206.0.125.95 206012565 -206.0.125.94
206.0.125.96 2060125127 2060125597 - 2060125126
2060125128 206.0.125.159 2060125129 - 206.0.125.158
206.0.125.160 206012519 2060125161 - 206.0.125.190
205.0.125.192 206.0.125.223 2060126193 - 206.0.125. 222

Figure 1.11 Available IP addresses for our networks.

Unraveling I P with Shortcuts

Let’stake abrief look at a shortcut for determining a network address, given an |P address.

Given: 206.0.139.81 255.255.255.224. To calculate the network address for this host, let’s map out
the host octet (.81) and the subnet- masked octet (.224) by starting from the left, or largest, number:

(8) Bits 1 1 1
Vaue 128 64 32 16 8 4 2 1
64+ 16+ 1=81
(224) Bits 1 1 1
Vaue: 128 64 32 16 8 4 2 1
128+ 64+ 32 =224

Now we can perform a mathematic “logical AND” to obtain the network address of this host (the
value 64 is the only common bit):

(.81) Bits: 1 1 1
Value: 128 64 32 1684 2 1
(224) Bits 1 1 1
Value. 128 64 32 16 84 2 1
64 =64

We simply put the 1s together horizontally, and record the common value (205.0.125.64).

Example 2

Now let’s calculate the | P subnets, network, and broadcast addresses for another example:
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Given
our Cl

: 07.247.60.0 (Inter NI C-assigned Class C) 255.255.255.0. In this scenario, we need to divide
ass C address block to accommodate 10 usable subnets. Each subnet or network must have at

least 10 available node addresses. This example requires four steps to complete.

Step 1

Number of Subnets: Remember, in this scenario we need to divide our Class C address
block to accommodate 10 usable with at least 10 available node addresses per each of the 10
networks.

Let's start with the number 10 for the required subnets and the following equation, where
we'll solvefor nin 2n— 2, being sure to cover the required 10 subnets or networks.
WE'll begin with the power of 2 and work our way up:

22-2=2 23-2=6 24-2=14

In this equation, the (4th power) indicates the number of bits in the subnet mask. Note that 24
— 2 = 14 subnets if we use these 4 bits. Thiswill cover the required 10 subnets, and |eave four
additional subnets (or networks).

SUBNET MASK

4 Bits: 1 1 1 1 0 O 0 O
Value: 128 64 32 16 8 4 2 1
Value: 128+ 64+ 32+ 16 =240 (mask = 255.255.255.240)

Number of Hosts per Subnet: Now we'll determine the number of bits left over for
available host addresses. In this scenario, we will be using 4 bits in the mask for subnetting.
How many are left over?

Remember, out of the given 32 bits that make up IP addresses, the default availability (for networks
versus hosts), as previously explained, for Classes A, B, and C blocksis as follows:

Class

Class

Class

Let's

A: 8 bits
B: 16 bits
C: 24 hits

Our scenario involves a Class C block assigned by InterNIC. If we subtract our default bit
availability for Class C of 24 bits (as shown) from the standard 32 bits that make up IP
addresses, we have 8 bits remaining for networks versus hosts for Class C blocks.

Next, we subtract the 4 bits used for subnetting from the total 8 bits remaining for network
versus hosts, which gives us 4 bits left for actual host addressing:

4Bits 1 1 1 1 0 0 0 O
Value: 128 64 32 16 (8 4 2 1)
4 bits |eft

solve an equation to determine whether 4 bits are enough to cover the required available node

addresses of at least 10 per subret or network:
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24-2=14

Placing the remaining 4 bits back into our equation gives us the available node addresses per subnet
or network: 24 — 2 = 14 host addresses per 14 subnets or networks (remember, we have four
additional subnets |eft over).

From these steps, we can divide our Class C block using 4 bits to give us 14 subnets with 14 host
addresses each.

Step 2

Now that we have determined the subnet mask, in this case 255.255.255.240 (4 bits), we need to
calculate the actual network numbers or range o IP addresses in each network. An easy way to
accomplish thisis by setting the host bits to 0. Remember, we have 4 bits left for hosts:

4 Bits: 1 1 1 1 0 0 0 0
Vaue: 128 64 32 16 (8 4 2 1)
4 host bits |eft

With the 4 host bits set to 0, we set the first 4 bitsto 1 in every variation, then calculate the value:

4Bits 0 0O O 1 0 O O O

Value: 128 64 32 16 (8 4 2 1)
16 =16

4Bits 0 0O 1 O O O O O

Value: 128 64 32 16 (8 4 2 1)
32 =32

and so on to revea our 14 subnets or networks. Recall the shortcut in the first example; we can take
our first value (=16) and add it in succession to equate to 14 networks:

First subnet = .16 Second subnet = .32 (16+16) Third subnet = .48 (32+16)

207.247.60.16 207.247.60.32 207.247.60.48 207.247.60.64
207.247.60.80 207.247.60.96 207.247.60.112 207.247.60.128
207.247.60.144 207.247.60.160 207.247.60.176 207.247.60.192

207.247.60.208 207.247.60.224
Step 3

Now that we have solved the network numbers, let’s resolve each network’s broadcast address. This
step is easy. Remember, the broadcast address is the last address in a network before the next
network address; therefore:

FIRST NETWORK SECOND NETWORK
207.247.60.16 (.31) 207.247.60.32 (.47) 207.247.60.48 (.63)
207.247.60.64 (.79)
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FIRST BROADCAST SECOND BROADCAST
Step 4

So what are the available IP addresses for each network? The answer is right in the middle of step 3.
Keep in mind, the available 1P addresses for each network fall between the network and broadcast
addresses:

FIRST NETWORK SECOND NETWORK
207.247.60.16 (.31) 207.247.60.32 (.47) 207.247.60.48
FIRST BROADCAST SECOND BROADCAST

(Network 1 addresses: .17 - .30) (Network 2 addresses: .33 - .46)

ARP/RARP Engineering: Introduction to Physical Hardware Address Mapping

Now that we have unearthed IP addresses and their 32-bit addresses, packet/datagram flow and
subnetting, we need to discover how a host station or infrastructure equipment, such as a router,
match an |P address to a physical hardware address. This section explains the mapping process that
makes communication possible. Every interface, or network interface card (NIC), in astation, server,

or infrastructure equipment has a unique physical address that is progranmed by and bound
internally by the manufacturer.

One goal of infrastructure software is to communicate using an assigned IP or Internet address, while
hiding the unique physical address of the hardware. Underneath all of this is the address mapping of
the assigned address to the actua physical hardware address. To map these addresses, programmers
use the Address Resolution Protocol (ARP).

Basicaly, ARP is a packet that is broadcasted to all hosts attached to a physical network. This packet
contains the IP address of the node or station with which the sender wants to communicate. Other
hosts on the network ignore this packet after storing a copy of the sender’s IP/hardware aldress
mapping. The target host, however, will reply with its hardware address, which will be returned to
the sender, to be stored in its ARP response cache. In this way, communication between these two
nodes can ensue (see Figure 1.12).

I'ladsﬁs, The hardware addressis usually hidden by software, and therefore can be defined as
Note™ > theultimate signature or calling card for an interface.

H O

L —gthernet—
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Figure 1.12 ARP resolution.

ARP Encapsulation and Header Formatting

It is important to know that ARP is not an Internet protocol; moreover, ARP does not |eave the local
logical network, and therefore does not need to be routed. Rather, ARP must be broadcasted,
whereby it communicates with every host interface on the network, traveling from machine to
machine encapsulated in Ethernet packets (in the data portion).

Hadgﬂ; ARP is broadcasted to reach every interface on the network. These hosts can store
Hol\é‘"l' = thisinformation to be used later for potential masquerading. See Chapter 8 for more
infor mation on spoofing.

Figure 1.13 illustrates the encapsulation of an ARP packet including the Reverse Address Resolution
Protocol (RARP) (which is discussed in the next section). The packet components are defined in the
following list:

Type of Hardware Type of Protocol

Hardware Length Protocol Length Dperation Field

ARP Sender's Hardware Address ([0-3 octets)

ARP Sender's Hardware Address (4-5 octets) ARP Sender’s IP Address [0-1 octets)

ARP Sender's IP Address (2-3 octets) RARP Target's Hardware Address (0-1 octets)

RARP Target's Hardware Address (2-5 octels)

RARP Target's IP Address (0-3 octets)

Figure1.13 An ARP/RARP packet.

Type of Hardware. Specifies the target host’s herdware

interface type (1 for Ethernet).

Type of Protocol. The protocol type the sender has
supplied (0800 for an IP address).

Hardware L ength. The length of the hardware address.

Protocol Length. The length of the protocol address.

Operation Field. Specifies whether either an ARP
request/response or RARP
request/response.
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ARP Sender’s Hardware Address. Sender’s hardware address.

ARP Sender’s|P Address. Sender’s IP address.

RARP Targets Hardware Target’s hardware address.
Address.

RARP Targets|P Address. Target’s |P address.

Keep in mind that ARP packets do not have a defined header format. The length fields shown in
Figure 1.13 enable ARP to be implemented with other technologies.

RARP Transactions, Encapsulation

The Reverse Address Resolution Protocol (RARP), to some degree, is the opposite of ARP.
Basically, RARP adlows a station to broadcast its hardware address, expecting a server daemon to
respond with an available IP address for the station to use. Diskless machines use RARP to obtain IP
addresses from RARP servers.

It is important to know that RARP messages, like ARP, are encapsulated in Ethernet frames (see
Figure 1.14, Excerpt from Figure 1.13). Likewise, RARP is broadcast from machine to machine,
communicating with every host interface on the network.

ARF Sender's IP Address (2-3 octels) RARP Targel's Hardware Address (0-1 octets)

RARP Target's Hardware Address (2-5 octets)

RARP Target's IP Address (0-3 octets)

Figure 1.14 Excerpt from Figure 1.13.

RARP Service

The RARP Daemon (RARPd) is a service that responds to RARP requests. Diskless systems
typicaly use RARP at boot time to discover their 32-bit IP address, given their 48-bit hardware
Ethernet address. The booting machine sends its Ethernet address, encapsulated in a frame as a
RARP request message. The server running RARPd must have the machine’s name-to-IP-address
entry, or it must be available from the Domain Name Server (DNS) with its name-to-Ethernet-
address. With these sources available, the RARPd server maps this Ethernet address with the
corresponding | P address.

s RARP, with ARP spoofing, gives a hacker the ability to passively request an IP
Hol?? » address and to passively partake in network communications, typically unnoticed by
other nodes.

Transmission Control Protocol

I P has many weaknesses, one of which is unreliable packet delivery—packets may be dropped due to
transmission errors, bad routes, and/or throughput degradation. The Transmission Control Protocol
(TCP) helps reconcile these issues by providing reliable, stream-oriented connections. In fact,
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TCP/IP is predominantly based on TCP functionality, which is based on IP, to make up the TCF/IP
suite. These features describe a connectionoriented process of communication establishment.

There are many components that result in TCP s reliable service delivery. Following are some of the
main points:

Streams. Data is systematized and transferred as a stream of bits, organized into 8-bit octets
or bytes. Asthese hits are received, they are passed on in the same manner.

Buffer Flow Control. As data is passed in streams, protocol software may divide the stream
to fill specific buffer sizes. TCP manages this pgocess, and assures avoidance of a buffer
overflow. During this process, fast-sending stations may be stopped periodically to keep up
with slow-receiving stations.

Virtual Circuits. When one station requests communication with another, both stations
inform their application programs, and agree to communicate. If the link or communications
between these stations fail, both stations are made aware of the breakdown and inform their
respective software applications. In this case, a coordinated retry is attempted.

Full Duplex Connectivity. Stream transfer occurs in both directions, ssimultaneoudly, to
reduce overall network traffic.

Sending Station Receiving Station
Send first 4 bytes

Receive first 4 byles
Send ACK=5

Receive ACK=5
Send next 4 bytes

Receive next 4 bytas
Send ACK=9

Figure 1.15 TCP windowing example.
Sequencing and Windowing

TCP organizes and counts bytes in the data stream using a 32-bit sequence number. Every TCP
packet contains a starting sequence number (first byte) and an acknowledgment number (last byte).
A concept known as a diding window is implemented to make stream transmissions more efficient.
The dliding window uses bandwidth more effectively, because it will allow the transmission of
multiple packets before an acknowledgment is required.

Figure 1.15 is a real-world example of the TCP diding window. In this example, a sender has bytes
to send in sequence (1 to 8) to areceiving station with a window size of 4. The sending station places
the first 4 bytes in a window and sends them, then waits for an acknowledgment (ACK=5). This
acknowledgment specifies that the first 4 bytes were received. Then, assuming its window size is till
4 and that it is aso waiting for the next byte (byte 5), the sending station moves the dliding window 4
bytes to the right, and sends bytes 5 to 8. Upon receiving these bytes, the receiving station sends an
acknowledgment (ACK=9), indicating it is waiting for byte 9. And the process continues.
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At any point, the receiver may indicate a window size of 0, in which case the sender will rot send
any more bytes until the window size is greater. A typical cause for this occurring is a buffer
overflow.

TCP Packet Format and Header Snapshots
Keeping in mind that it is important to differentiate between captured packets—whether they are

TCP, UDP, ARP, and so on—take a look at the TCP packet format in Figure 1.16, whose
components are defined in the following list:

Source Port Destination Port

Sequence Number

Acknowledgment Mumber

Data Offset Reserved Flags Window Size

Checksum Urgent Pointer

Dptions

Diata

Figure 1.16 A TCP packet.

Sour ce Port. Specifies the port at which the source processes send/receive
TCP services.

Destination Port. Specifies the port at which the destination processes
send/receive TCP services.

Sequence Number . Specifies the first byte of data or a reserved sequence number
for afuture process.

Acknowledgment The sequence number of the very next byte of data the sender

Number. should receive.

Data Offset. The number of 32-bit words in the header.

Reserved. Held for future use.

Flags. Control information, such as SYN, ACK, and FIN bits, for

connection establishment and termination.

Window Size. The sender’ s receive window or available buffer space.
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Checksum. Specifies any damage to the header that occurred
during transmission.

Urgent Pointer. The optional first urgent byte in a packet, which
indicates the end of urgent data.

Options. TCP options, such as the maximum TCP segment
Sze.
Data. Upper-layer information.

Now take a look at the snapshot of a TCP header, shown in Figure 1.17a, and compare it with the
fields shown in Figure 1.17b.

Ports, Endpoints, Connection Establishment

TCP enables simultaneous communication between different application programs on a single
machine. TCP uses port numbers to distinguish each of the receiving station’s destinations. A pair of
endpoints identifies the connection between the two stations, as mentioned earlier. Colloquialy,
these endpoints are defined as the connection between the two stations applications as they
communicate; they are defined by TCP as a pair of integers in this format: (host, port). The host is
the station’s IP address, and port is the TCP port number on that station. An example of a station’s
endpoint is:

206.0.125.81:1026
(host)(port)

An example of two stations' endpoints during communication is:

STATION 1 STATION 2
206.0.125.81:1022 207.63.129.2:26
(host)(port) (host)(port)

This technology is very important in TCP, as it allows simultaneous communications by assigning
separate ports for each station connection.

When a connection is established between two nodes during a TCP session, a three-way handshake
is used. This process starts with a one-node TCP request by a SYN/ACK bit, and the second node
TCP response with a SYN/ACK hit. At this point, as described previously, communication between
the two nodes will proceed. When there is no more data to send, a TCP node may send a FIN bit,
indicating a close control signal. At this intersection, both nodes will close smultaneously. Some
common and well-known TCP ports and their related connection services are shown in Table B.1 in
Appendix B on page 793.
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————— TCF header —-——-—-
TCF:
TCP: Source port = 80 (UWW-HTTE)
TCP: Destination port = 1033
TCP: Sequence number = 135179
TCF: Acknowledgment number = 3440695
TCP: Data off=set = 20 byte=s
TCP: Flags = 10
TCF: 0. ... = (Ho urgent pointer)
TCP: ...1 ... = Acknowledgment
TCP: ... 0., = {Ho push)
TCE: co.. 0., = {(Ho reset)
TCFE: civ. .0, = (Ho SYH)
TCPE: ... ...0 = (Ho FIH)
TCP: Window = §389
TCF: Checksun = 9448 (correct)
TCP: Ho TCP options
TCP: [1460 Bytes of data)

Figure1l.17a Extracted from an HTTP Internet Web server transmission.

————-= TCP header --————-
TCP:
TCP: Source port = 1027
TCP: Destination port = 4107
TCP: Sequence number = 2126033619
TCP: Acknowledgment number = 2666894
TCP: Data off=et = 20 byte=s
TCP: Flags = 18
TCP: .0, .... & (Ho urgent pointer)
TCP: ..l ... = Acknowledgment
TCP: ... 1 ., = Push
TCP: ... .0.. = (Ho reset)
TCP: ... .0, = {Ho SYH)
TCP: ... ...0 = (Ho FIHN)
TCF: Window = 1e060
TCP: Checlsun = EF4l {(correct)
TCP: Ho TCP options
TCP: [224 Byte= of data]

Figure1.17b Extracted from a sliding window sequence transmission.
User Datagram Protocol

The User Datagram Protocol (UDP) operates in a connectionless fashion; that is, it provides the same
unreliable, datagram delivery service as IP. Unlike TCP, UDP does not send SYN/ACK bits to
assure delivery and reliability of transmissions. Moreover, UDP does not include flow control or
error recovery functionality. Consequently, UDP messages can be lost, duplicated, or arrive in the
wrong order. And because UDP contains smaller headers, it expends less network throughput than
TCP and so can arrive faster than the receiving station can process them.

UDP is typicaly utilized where higher-layer protocols provide necessary error recovery and flow
control. Popular ®rver daemons that employ UDP include Network File System (NFS), Smple
Network Management Protocol (SNMP), Trivial File Transfer Protocol (TFTP), and Domain Name
System (DNS), to name a few.

26



m‘hi?r UDP does not include flow control or error recovery, and can be easily duplicated.
Noe® >

UDP Formatting, Encapsulation, and Header Snapshots

UDP messages are called user datagrams. These datagrams are encapsulated in [P, including the
UDP header and data, as it travels across the Internet. Basically, UDP adds a header to the data that a
user sends, and passes it dong to IP. The IP layer then adds a header to what it receives from UDP.
Finaly, the network interface layer inserts the datagram in a frame before sending it from one
machine to another.

As just mentioned, UDP messages contain smaller headers and consume fewer overheads than TCP.
The UDP datagram format is shown in Figure 1.18, and its components are defined in the following
list.

Sour ce/Destination Port. A 16-bit UDP port number used for datagram processing.

M essage L ength. Specifies the number of octets in the UDP datagram.

Checksum. An optional field to verify datagram delivery.

Data. The data handed down to the TCP protocol, including upper-
layer headers.

Snapshots of a UDP header are given in Figure 1.19.

Source Por Destination Port

Message Length Checksum

Data

Figure 1.18 Illustration of a UDP datagram.

Multiplexing, Demultiplexing, and Port Connections

UDP provides multiplexing (the method for multiple signals to be transmitted concurrently into an
input stream, across a single physical channel) and demultiplexing (the actual separation of the
streams that have been multiplexed into a common stream back into multiple output streams)
between protocol and application software.

Multiplexing and demultiplexing, as they pertain to UDP, transpire through ports. Each station
application must negotiate a port number before sending a UDP datagram. When UDP is on the
receiving side of a datagram, it checks the header (destination port field) to determine whether it
matches one of station’s ports currently in use. If the port is in use by a listening application, the
transmission proceeds; if the port is not in use, an ICMP error message is generated, and the
datagram is discarded. A number of common UDP ports and their related connection services are
listed in Table B.2 in Appendix B on page 795.
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UDF

UDP: Source port = 1216

UDF: Destination port = E3 (Domain)
UDP: Length = 51

UDE: Check=um 9093 (correct)
UDF: [43 bvte(=s) of data]

————— UDF Header —-———-
UDF:
UDP: Source port = 42
UDF: Destination port = 42
UDF: Length = 27

UDF: Check=s=um 0406 (correct)
UDP: [19 byte(=s) of datal

Figure 1.19 Extracted after the IP portion of a domain name resolution from a DNS request
transmission (discussed in Chapter 5).

Internet Control M essage Protocol

The Internet Control Message Protocol (ICMP) delivers message packets, reporting errors and other
pertinent information to the sending station or source. Hosts and infrastructure equipment use this
mechanism to communicate control and error information, as they pertain to IP packet processing.

|CMP Format, Encapsulation, and Delivery

ICMP message encapsulation is a two-fold process. The messages are encapsulated in |P datagrams,
which are encapsulated in frames, as they travel across the Internet. Basically, ICMP uses the same
unreliable means of communications as a datagram. This means that ICMP error messages may be
lost or duplicated.

The ICMP format includes a message type field, indicating the type of message; a code field that
includes detailed information about the type; and a checksum field, which provides the same
functionality as IP's checksum (see Figure 1.20). When an ICMP message reports an error, it
includes the header and data of the datagram that caused the specified problem. This helps the
receiving station to understand which application and protocol sent the datagram. (The next section
has more information on ICMP message types.)

s Like UDP, ICMP does not include flow control or error recovery, and so can be
Note™., easly duplicated.

Message Type Code Checksum

Figure 1.20 Illustration of an ICMP datagram.
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Message Type Desciiption
] Echo Reply
] Destination Unreachable
4 Source Cluench
5 Houte Redirect
g Echo Request
11 Datagram Tirme Exceeded
12 Datagram Parameter Froblem
13 Timestamp Hequest
14 Timestamp Reply
15 Infarmation Regquest
15 Information Reply
17 Address Mask Request
18 Address Mask Reply

Figure1.21 ICMP message chart.
| CMP Messages, Subnet Mask Retrieval

There are many types of useful ICMP messages; Figure 1.21 contains a list of several, which are
described in the following list.

Echo Reply (Type 0)/Echo Request (Type 8). The basic mechanism for testing possible
communication between two nodes. The receiving station, if available, is asked to reply to the
ping. An example of aping is as follows:

STEP 1: BEGIN ECHO REQUEST

Ping 206.0.125.81 (at the command prompt)

STEP 2: BEGIN ECHO REPLY

Reply from 206.0.125.81: bytes-32 time<10ms TTL=128 (from receiving station 206.0.125.81)

Reply from 206.0.125.81: bytes-32 time<10ms TTL=128

Reply from 206.0.125.81: bytes 32 time<10ms TTL=128

Reply from 206.0.125.81: bytes- 32 time<10ms TTL=128
Destination Unreachable (Type 3). There are severa issuances for this message type,
including when a router or gateway does not know how to reach the destination, when a
protocol or application is not active, when a datagram specifies an unstable route, or when a
router must fragment the size of a datagram and cannot because the Don't Fragment Flag is
set. An example of a Type 3 message is as follows:

STEP 1: BEGIN ECHO REQUEST

Ping 206.0.125.81 (at the command prompt)

STEP 2: BEGIN ECHO REPLY

Pinging 206.0.125.81 with 32 bytes of data:

Destination host unreachable.
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Destination host unreachable.
Destination host unreachable.
Destination host unreachable.

Source Quench (Type 4). A basic form of flow control for datagram delivery. When
datagrams arrive too quickly at a receiving station to process, the datagrams are discarded.
During this process, for every datagram that has been dropped, an ICMP Type 4 message is
passed along to the sending station. The Source Quench messages actually become requests,
to slow down the rate at which datagrams are sent. On the flip side, Source Quench messages
do not have a reverse effect, whereas the sending station will increase the rate of
transmission.

Route Redirect (Type 5). Routing information is exchanged periodicaly to accommodate
network changes and to keep routing tables up to date. When a router identifies a host that is
using a nonoptiona route, the router sends an ICMP Type 5 message while forwarding the
datagram to the destination network. As a result, routers can send Type 5 messages only to
hosts directly connected to their networks.

Datagram Time Exceeded (Type 11). A gateway or router will emit a Type 11 message if it
is forced to drop a datagram because the TTL (Time-to-Live) field is set to 0. Basicaly, if the
router detects the TTL=0 when intercepting a datagram, it is forced to discard that datagram
and send an ICMP message Type 11.

Datagram Parameter Problem (Type 12). Specifies a problem with the datagram header
that is impeding further processing. The datagram will be discarded, and a Type 12 message
will be transmitted.

Timestamp Request (Type 13)/Timestamp Reply (Type 14). These provide a means for
delay tabulation of the network. The sending station injects a send timestamp (the time the
message was sent) and the receiving station will append a receive timestamp to compute an
estimated delay time and assist in their internal clock synchronization.
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ICHP: Twpe = 0 (Echo replv)
ICHP: Code = 0

ICHP: Check=um = S05C {(correct)
ICHP: Identifier = 768

ICHP: Sequence nunber = 512
ICHP: [32 byte=s of data]

ICHP: [Hormal end of “ICHP header" .]

———— ICHP header ———
ICHP:
ICHP: Type = 3 (Destination unreachable)
ICHP: Code = 1 (Host unreachable)
ICHP: Checl=um = 46BA (correct)

ICHE:

ICHP: [Hormal end of “ICHP headexr".]

ICHP:

ICHP: IP header of originating message (description follows)
ICHP:

ICMP: ————- IP Header —-—-—-—-

ICHP:

ICHP: Version = 4., header length = 20 bytes
ICHP: Tvpe of =service = 00

ICHF: oo, = routine

ICHP: ...0 ... = normal delay

ICHF: ... 0., = normal throughput
ICHP: ... 0., = normal reliability
ICHP: Total length = L6 bytes

ICHP: Identification = 58963

ICHP: Flags= = (X

ICHP: 1 A = may fragment

ICHE: .00 ... = last fragment
ICHP: Fragment cffset = 0 bytes

ICHP: Time to live = 125 =econds<hops
ICHP: Protocol = 17 (UDP)

ICHP: Header chechksum CEBF (correct)
ICHP: Source address = [205.243 .70.686]
ICMP: Destination address = [198.49.174.58]

Figure 1.22 ICMP header sniffer capture.

Information Request (Type 15)/Information Reply (Type 16). As an dternative to RARP
(described previoudly), stations use Type 15 and Type 16 to obtain an Internet address for a
network to which they are attached. The sending station will emit the message, with the
network portion of the Internet address, and wait for a response, with the host portion (its IP
address) filled in.

Address Mask Request (Type 17)/Address Mask Reply (Type 18). Similar to an
Information Request/Reply, stations can send Type 17 and Type 18 messages to obtain the
subnet mask of the network to which they are attached. Stations may submit this request to a
known node, such as a gateway or router, or broadcast the request to the network.

s. If a machine sends ICMP redirect messages to another machine in the network, it
Note=*., could cause an invalid routing table on the other machine. If a machine acts as a
router and gathers IP datagrams, it could gain control and send these datagrams
wherever programmed to do so. These ICM P-related security issues will be discussed
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in more detail in a subsequent chapter.
|CMP Header Snapshots

Figure 1.22 on page 35 contains snapshots of an ICMP Header. The first was extracted after the IP
portion of an ICMP ping test transmission; the second was extracted during an unreachable ping test.

Moving Forward

In this chapter, we reviewed the principal functions of the TCP/IP suite. We also covered various
integrated protocols, and how they work with IP to provide connection-oriented and connectionless
network services. At this time, we should be prepared to move forward and discuss interconnectivity
with similar al-purpose communication protocols, including NetWare and NetBI OS technologies.
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CHAPTER

2

NetWare and NetBIOS Technology

This chapter addresses, respectively, two topics important to the broader topic of communication
protocols: NetWare and NetBIOS technology. NetWare is a network operating system developed by
Novell in the early 1980s. NetBIOS is an application programming interface (API, a technology that
enables an application on one station to communicate with an application on another station). IBM
first introduced it for the local area network (LAN) environment. NetBIOS provides both
connectionless and connection-oriented data transfer services. Both NetWare and NetBIOS were
among the most popular network operating systems during the mid-to-late 1980s and the early
1990s.

NetWare: Introduction

NetWare provides a variety of server daemon services and support, based on the client/server
architecture. A client is a station that requests services, such as file access, from a server (see Figure
2.1). Internetwork Packet Exchange (IPX) was the original NetWare protocol used to route packets
through an internetwork.

I nternetwork Packet Exchange

IPX is a connectionless datagram protocol, and, as such, is similar to unreliable datagram delivery
offered by the Internet Protocol (discussed in Chapter 1).

Movell Server

Station Station

Figure2.1 Client/server diagram.

Also, like IP address schemes, Novell IPX network addresses must be unique; they are represented in
hexadecimal format, and consist of two parts, a network number and a node number. The 1PX
network number is an assigned 32-bit long number. The node number is a 48-bit long hardware or
Media Access Control (MAC) address for one of the system’s network interface cards (NICs). As
defined in Chapter 1, the NIC manufacturer assigns the 48-bit long hardware or MAC address. An
example of an IPX address is shown in Figure 2.2.
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Because the host portion of an IP network address has no equivalence to a MAC address, |P nodes
must use the Address Resolution Protocol (ARP) to determine the destination MAC address (see
Chapter 1).

IPX Encapsulation, Format, Header Snapshots
To process upper-layer protocol information and data into frames, NetWare 1PX supports several

encapsulation schemes. Among the most popular encapsulation types are Novell Proprietary, 802.3,
Ethernet Version 2, and Ethernet SNAP, which are defined in the following list:

48 F3+0106.00ﬁ024;F9 173B

Network Number Mm!le Number

Figure2.2 IPX Address.

Novell Proprietary. Novell’sinitial encapsulation type, also known as Novel Ethernet 802.3
and 802.3 Raw.

802.3. The standard |EEE 802.3 format, also known as Novell 802.2.

Ethernet I1. Includes a standard Ethernet Version 2 header.

Ethernet SNAP. An extension of 802.3.

IPX network numbers play a primary role in the foundation for IPX internetwork packet exchange
between network segments. Every segment is assigned a unique network address to which packets
are routed for node destinations. For a protocol to identify itself with IPX and communicate with the
network, it must request a socket number. Socket numbers ascertain the identity of processes within a
station or node. IPX formatting is shown in Figure 2.3; its fields are defined as follows:

Checksum. The default for this field is no checksum; however, it can be configurable to
perform on the IPX section of the packet.

Packet Length. The total Iength of the IPX packet.

Transport Control. When a packet is transmitted and passes through a router, this field is
incremented by 1. The limit for this field is 15 (15 hops or routers). The router that
increments this field number to 16 will discard the packet.

Packet Type. Servicesinclude:

(Type 0) Unknown packet type
(Type 1) Routing information packet

(Type 4) IPX packet or used by the Service Advertisement Protocol (SAP; explained in the next
section)

(Type 5) SPX packet
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Checksum

Packet Length

Transpor
Control

Packet Type

Destination
Metwiork

Destination Node

Destination
Socket

Source Metwork

Source Mode

Source Socket

Data

Figure 2.3 AnIPX packet.

(Type 17) NetWare core protocol packet

(Type 20) IPX NetBIOS broadcast

Destination Network. The destination network to which the destination node belongs. If the

destination is local, thisfield is set to O.
Destination Node. The destination node address.
Destination Socket. The destination node' s process socket address.

Source Network. The source network © which the source node belongs. If the source is

unknown, thisfield is set to O.
Sour ce Node. The source node address.

Sour ce Socket. The source node’ s process socket address that transmits the packet.

Data. The IPX data, often including the header of a higher-level protocol.

Keeping in mind the fields in Figure 2.3, now take a look at Figure 2.4 to compare the fields an

actual 1PX header captures during transmission.

o1
Reserved
Hop count

network . node = BEBL.00600BAAYDED, sockest = 16410 (Unknown)
= 16385 (IFX Hessage)

= FF.1, socket

0o
Reserved
Hop count

0 (Novell)

FF.1. socket

----- IFY Header ————-
IFE:
IFPX: Checksum = 0xFFFF
IFE: Length = 32
IFE: Transport control =
IFX: oooo =
IFE: ... Qoo1l =
IFE: Packet type = 0 {(Hovell)
IFX:
IFPE: Dest
IPE: Source netwvork.node
———— IFY Header ————
IFX:
IFY: Check=zum = 0=xFFFF
IFY: Length = 32
IFX: Transport control =
IPX: gooag ... =
IPX: . 0ooo =
IFY: Packet type =
IFX:
IFY: Dest network  node
IFPY: Source network node

= 16385 (IPX Mes=age)

BEB1 .006008AA7DED, socket

16410 (Unknown)

Figure 2.4 1PX header sniffer capture.
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Station A

= | [
—Ethemet—l
L
|E| Rouler | l
— Ethernet—l
File Server ?‘
= [

Print Server

Figure 2.5 SAP flow network diagram.
Service Advertisement Protocol

The Service Advertisement Protocol (SAP) is a method by which network resources, such as file
servers, advertise their addresses and the services they provide. By default, these advertisements are
sent every 60 seconds. A SAP identifier (hexadecima number) indicates the provided services; for
example, Type 0x0007 specifies a print server. Let’s take alook at a real world scenario of SAP in
Figure 2.5.

In this scenario, the print and file server will advertise SAP messages every 60 seconds. The router
will listen to SAPs, then build a table of the known advertised services with their network addresses.
As the router table is created, it too will be sent out (propagated) to the network every 60 seconds. If
aclient (Station A) sends a query and requests a particular printer process from the print server, the
router will respond with the network address of the requested service. At this point, the client
(Station A) will be able to contact the service directly.

s, Intercepting unfiltered SAP messages as they propagate the network relinquishes
Note*»., valuable network service and addressing information.

Operation Source Type Serace

Metwork Address Mode Address Socket Address Hops

Figure2.6 A SAP packet.
SAP Format, Header Snapshots, Filters

SAP packets can contain service messages for up to seven servers. Should there be more than seven,
multiple packets will be sent. Let’s examine the SAP format and fields in Figure 2.6:
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Operation. The type of operation: a SAP request or response.
Sour ce Type. The type of service provided:

Type 0x0004: File Server

Type 0x0005: Job Server

Type 0x0007: Print Server

Type 0x0009: Archive Server

Type OX000A:  Job Queue

Type 0x0021: SNA Gateway
Type0x002D:  Time Sync

Type 0x002E: Dynamic SAP

Type 0x0047: Advertising Print Server
Type0x004B:  Btrieve VAP

Type 0X004C: SQL VA

Type 0x0077: Unknown

Type 0x007A: NetWare VM S

Type 0x0098: NetWare Access Server
Type OXx009A:  Named Pipes Server
Type Ox009E: NetWare-UNIX

Type 0x0107: NetWare 386

Type 0x0111: Test Server

Type 0x0166: NetWare Management
Type Ox026A: NetWare Management

Service. Contains the unique name of the server.

Network Address. The server’s network address.

Node Address. The node' s network address.

Socket Address. Server request and response socket numbers.

Hops. The number of routers or gateways between the client and server.

Now that you have a grasp on SAP operation and its associated header format, let's compare the
fields in Figure 2.6 with real-world captures (during transmission) of SAP headers shown in Figure
2.7.

To conserve network throughput and avoid SAP flooding, SAPs can be filtered on a router or
gateway’s interfaces. In medium to large networks, with hundreds and sometimes thousands of
advertised services, SAP filtering to specific routers is sometimes mandatory. It is recommended to
employ SAP filters for services that are not required for a particular network; for example, remote
sites in most cases do not require SAP advertising for printer services at another remote site.
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SAP: Service type = 03FD (Intel HetPortExpress EL)
SAP:. Server name = “XEROX_01_71"

SAP: Hetwork = 00B71601., Node = 00&AQO0SE136A. Socket
SAF: Intermediate netyorks = 5

E450

SAP: Service type = 030C (HP Laserlet)

SAP: Server name = “0010831C20CS583DANPIIC20CE"

SA4P: Hetwork = 00BS59321, Hode = 0010831C20C5, Socket
SAP: Intermediate networks = 6

400C

SAP: Service type = 0077 (Unknown service)

SAP: Server name = “TS@BR_SERVEE_59"

SAP: HNetwork = 00C59321, NMode = 000000000001, Socket
SAP: Intermediate networks = 7

0000

SAP: Service type = (044C (ARCserver 5.0

Sa4P: Server name = "ARB0214306BE_SERVER_59°

SAF: Hetwork = 00C59321, Hode = 000000000001, Socket
SAP: Intermediate networks = 7

gs00

SAP: Service type = 0048 (Btrieve VAP 5 . =)

SAP: Server name = "BSER4.00-6.10_00C593210000000000010000"
SAP: Hetwork = 00C59321. Hode = 000000000001, Socket = 8059
SAF: Intermediate networks = 7

SAFP: Service type = 0107 (HetVare 386)

SAP: Server name = "BR_SERVER 539"

SAP: Network = 00C59321, NHode = 000000000001, Socket = 8104
SAP: Intermediate networks = 7

Figure 2.7 SAP header sniffer capture.

s. Hackerswho can penetrate a router or gateway can bring medium to large networks
Hot?l' = down by removing or modifying SAP filters. So-called SAP flooding is a common
issue when analyzing bandwidth degradation in a Novell environment.

Sequenced Packet Exchange

The most common NetWare transport protocol is the Sequenced Packet Exchange (SPX). It transmits
on top of IPX. Like TCP, SPX provides reliable delivery service, which supplements the datagram
service in IPX. For Internet access, Novell utilizes IPX datagrams encapsulated in UDP (which is
encapsulated in IP) for transmission. SPX is a packet-oriented protocol that uses a transmission
window size of one packet. Applications that generally use SPX include R Console and P-Console.
WEe'll talk more about these applications later in this book.

SPX Format, Header Snapshots

The SPX header contains sequencing, addressing, control, and acknowledgment information (see
Figure 2.8). Itsfields are defined as follows:

Connection Control. Controls the bidirectional flow of data
Data Stream Type. Type of datain the packet:

Type OXFE: End of connection notification
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Type OxFF: End of connection acknowledgment

Type 0x00: Client defined

Connection Control Data Stream Type Source Connection 1D
Destination Sequence Number Acknowledgment Allocation Number
Connection 1D Number

Figure2.8 An SPX packet.

Source Connection ID. IPX-assigned connection ID number, at the source, during
connection establishment. Used for demultiplexing (refer to Chapter 1).

Destination Connection 1D. IPX-assigned connection ID number, at the destination, during
connection establishment. During the connection establishment request, this field is set to
Oxffff. It is used for demultiplexing (refer to Chapter 1).

Sequence Number. The sequence number of the most recently sent packet. Counts packets
exchanged in adirection during transmission.

Acknowledgment Number. Specifies the next packet’s sequence number. Used for reliable
delivery service.

Allocation Number. Specifies the largest sequence number that can be sent to control
outstanding unacknowledged packets.

After reviewing the SPX header format, let's compare these findings to actual captures during
transmission, as shown in Figure 2.9.

Connection Management, Session Termination

Remember the reliable delivery connection establishment in Chapter 1? SPX uses the same type of
methodology, whereby connection endpoints verify the delivery of each packet. During connection
establishment, an SPX connection request must take place. This is somewhat similar to the three-
way-handshake discussed in Chapter 1. These connection management packets incorporate the
following sequence:

Connection request.
Connection request ACK.
Informed Disconnect.
Informed Disconnect ACK.

Ea N

Using this connectivity, SPX becomes a connection-oriented service, with guaranteed delivery and
tracking. Note that, in addition to Informed Disconnect, there is another method of session called the
Unilateral Abort; it is used for emergency termination.

Watchdog Algorithm

After a NetWare client logs in to a NetWare server and begins sending requests, the server uses the

Watchdog process to monitor the client’s connec- tion. If the server does not receive any requests

from the client within the Watchdog timeout period, the server will send a Watchdog packet to that

client. A Watchdog packet is simply an IPX packet that contains a connection number and a question

mark (?) in the data portion of the packet. If the client’s communications are still active, the client

responds with a 'Y, indicating that the connection is valid. The watchdog algorithmis technology that
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allows SPX to passively send watchdog packets when no transmission occurs during a session.
Basically, a watchdog request packet, consisting of an SPX header with SYS and ACK bits set, is
sent. The receiving station must respond with a watchdog acknowledgment packet to verify
connectivity. If the watchdog algorithm has repeatedly sent request packets (approximately 10 for 30
seconds) without receiving acknowledgments, an assumption is made that the receiving station is
unreachable, and a unilateral abort is rendered.

————— Sequenced Packet Exchange (SPX) ———

SPX:

SPX: Connection control = 80

SPX: 1... = Systen packet

SPX: 0., = Ho acknowledgemnent requested
SPX: ..0. .... = Eeserved for attention indication
SFX: ...0 ..., = Hot end of message

SPX : ... 0... = SPE packet

SPX: ... 0000 = Reserved

SPX:

SPE: Datastream type = 0=z00

SPX.

SPE: Source connection ID = 0=z01B1
SPY: Dest connection ID = 0xCEAD
SPi: Sequence number = 254
SPX: Acknowledge number 570
SPE: Allocation number 572

----- Sequenced Packet Exchange (SPX) ———

SPX:

SPX: Connection control = 80

SPX : 1... = Systemn packet

SPX: 0.. .... = Ho acknowledgement requested
SPX: ..0. .... = Eeserved for attention indication
SFX: ...0 .... = Hot end of message

SPX : ... 0... = SPX packet

SPX: ... 0000 = EReserved

SPX.

SPE: Datastream type = 0=x00

SPX.

SPE: Source connection ID = 0=CSAD
SPX: Dest connection ID = 0x01El
SPE: Sequence number = 570
SPX: Acknowledge number = 254
SPX: Allocation number = 254

Figure2.9 SPX header sniffer capture.
Error Recovery, Congestion Control

Advancements in SPX technologies took error recovery from an error detection abort to packet
retries and windowing. If the receiving station does not acknowledge a packet, the sending station
must retry the packet submission. If the sending station still does not receive an acknowledgment, the
sender must find another route to the destination or receiving station and start again. If
acknowledgments fail again during this process, the connection is canceled with a unilateral abort.

To avoid contributing to bandwidth congestion during attempted transmissions, SPX will not submit
a new packet until an acknowledgment for the previous packet has been received. If the
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acknowledgment is delayed or lost because of degradation, SPX will avoid flooding the network
using this simple form of congestion control.

Wrapping Up

In spite of technological embellishments, millions of networks still incorporate NetWare IXP/SPX as
primary communication protocols. Additionally, corporate network segments, small office and home
office networks (SOHOs) still utilize NetBIOS. Many proprietary communication suites such as
wireless LAN modules and bar coding packages depend on NetBIOS to boot. With that in mind, let’s
move on to discuss this age-old protocol.

NetBIOS Technology: Introduction

Seen dtrictly as a LAN protocol, NetBIOS is limited, as it is not a routable protocol. For this reason,
NetBIOS must be bridged or switched to communicate with other networks. Utilizing broadcast
frames as a transport method for most of its functionality, NetBIOS can congest wide area network
(WAN) links considerably.

Had;:r'rs, NetBIOS relies on broadcast frames for communication, and as such, can congest
Hofé"l' » WAN links and become vulnerable for passive sniffing.

NETB: Type = 81 (Session request)

NETB: Flags = 00

NETB: Total session packet length = 68

NMETB: Called NetBIOS name = SHERATON3<20> <Server service>

NETB: Calling NetBIOS name = ANDERSON SHERRY<00> <Workstation/Redirector>

In this snapshot we witness a session request and a
resolution for the NetBIOS station's individual name.

NETB: Type = 00 (Session request)
NETB: Flags = 00
NETB: Total session packet length = 4096

This snapshot is an example of NetBIOS data transfer
after the name resolution and session request above.

Figure 2.10 NetBIOS header sniffer capture.

Naming Convention, Header Snapshots

NetBIOS names contain 16 characters (see Figure 2.10 for a header capture example) and consist of
two different types:

Group Names. A unique group of stations.
Individual Name. A unique NetBIOS station or
Server.
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In order to communicate with other NetBIOS stations, a NetBlOS station must resolve its own name;
it can have multiple individuals or group names (see Figure 2.11 for a real-world NetBIOS naming
scenario).

General, Naming, Session, and Datagram Services

To communicate across the network, a station’s applications can request many different types of
NetBIOS services, including:

GENERAL SERVICES

Reset. Used to free up resources into the NetBIOS pool for use by other applications.
Status. Includes sending/receiving station NIC status.
Cancel. Used to cancel acommand.

b

1

Server
Name=Marketing2

)
Station Station
Name=Smith Bill Mame=Johnson Tom

Figure 2.11 NetBIOS example network diagram.

Alert. Issued to turn on NIC soft error notification for a specified time.
Unlink. Backward compatibility.
NAMING SERVICES
Add Name.  Used to add a name to NetBIOS.
Add Group. Used to add a group to NetBIOS.
DeleteName. Used to delete names and groups.
Find Name.  Used to search for a name or group.

SESSION SERVICES

Basically, establishes and maintains a communication session between NetBIOS stations based on
user-assigned or NetBlOS-created names.

DATAGRAM SERVICES
Used when NetBIOS wants to send transmissions without a required response with datagram frames.
This process frees an application from obtaining a session by leaving the transmission up to the NIC.

Not only is this process an unreliable delivery service, but it also is limited in data size: Datagrams
will alow only up to 512 bytes per transmission. Datagram service commands include:
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Send Datagram. Used for datagram delivery to any name or group on the
network.

Send Broadcast Datagram. Any dation with an outstanding Recelve Broadcast
Datagram will receive the broadcast datagram upon
execution of this command.

Receive Datagram. A dstation will receive a datagram from any station that
issued a Send Datagram command.

Receive Broadcast. Datagram. A dtation will receive a datagram from any station that
issued a Send Broadcast Datagram command.

NetBEUI: Introduction

The primary extended functions of NetBIOS are part of the NetBIOS Extended User Interface, or
NetBEUI, technology. Basicaly, NetBEUI is a derivative of NetBIOS that utilizes NetBIOS
addresses and ports for upper-layer communications. NetBEUI is an unreliable protocol, limited in
scalability, used in local Windows NT, LAN Manager, and IBM LAN server networks for file and
print services. The technology offers a small, efficient, optimized stack. Due to its simplicity,
vendors recommend NetBEUI for small departmental-sized networks with fewer than 200 clients.

NetBl OS Relationship

Connectionless traffic generated by NetBIOS utilizes NetBEUI as the transmission process. For
example, when a station issues a NetBIOS command, whether it is Add Name or Add Group, it is
NetBEUI that sends out frames to verify whether the name is already in use on the network. Another
example of the NetBIOS-NetBEUI relationship is the execution of the Net Use command. When the
command is issued, NetBEUI locates the server using identification frames and commences the link
establishment.

Windows and Timers

Recall the diding window technology described in Chapter 1. Comparable to the TCP windowing
process, NetBEUI utilizes a dliding window algorithm for performance optimization, while reducing
bandwidth degradation. For traffic regulation, NetBEUI uses three timers, T1, T2, and Ti:

Response Timer (T1). Time to live before a sender assumes a frame is lost. The vaue is
usually determined by the speed of the link.

Acknowledgment Timer (T2). When traffic does not permit the transmission of an
acknowledgment to a response frame, the acknowledgment timer starts before an ACK is
sent.

Inactivity Timer (Ti). By default, athree-second timer used to specify whether a link is
down. When this time has been exceeded, a response frame is generated again to wait for an
acknowledgment to verify the link status.

Conclusion

At this point, we discussed various common network protocols and their relationships with network
communications. Together, we investigated technical internetworking with the TCP/IP suite,
IPX/SPX through to NetBIOS. Considering these protocols, let’s move on to discuss the underlying
communication mediums used to transmit and connect them.
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PART

Two

Putting it All Together



CHAPTER

3

Understanding Communication Mediums

This chapter introduces important technologies as essentiad media, with which communication
protocols traverse. Communication mediums make up the infrastructure that connect stations into
LANs, LANs into wide area networks (WANSs), and WANS into Internets. During our journey
through Part 2 we will discuss topologies such as Ethernet, Token Ring, and FDDI. We'll explore
wide area mediums, including analog, ISDN/XDSL, point-to-point links, and frame relay, as well.
This primer will be the basis for the next layer in the technology foundation.

Ethernet Technology

The first Ethernet, Ethernet DIX, was named after the companies that proposed it: Digital, Intel, and
Xerox. During this time, the Institute of Electrical and Electronics Engineers (IEEE) had been
working on Ethernet standardization, which became known as Project 802. Upon its success, the
Ethernet plan evolved into the IEEE 802.3 standard. Based on carrier sensing, as originaly
developed by Robert Metcalfe, David Boggs, and their team of engineers, Ethernet became a major
player in communication mediums, competing head-to-head with IBM’s proposed Token Ring, or
|EEE 802.5.

Carrier Transmissions

When a station on an Ethernet network is ready to transmit, it must first listen for transmissions on
the channel. If another station is transmitting, it is said to be *‘producing activity.” This activity, or
transmission, is caled a carrier. In anutshell, this is how Ethernet became known as the carrier-
sensing communication medium. With multiple stations, all sensing carriers, on an Ethernet network,
this mechanism was called Carrier Sense with Multiple Access, or CSMA.

If a carrier is detected, the station will wait for at least 9.6 microseconds, after the last frame passes,
before transmitting its own frame. When two stations transmit simultaneously, a fused signal

bombardment, otherwise known as a collision, occurs. Ethernet stations detect collisions to minimize
problems. This technology was added to CSMA to become Carrier Sense with Multiple Access and
Collision Detection or CSMA/CD.
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Wcarkstqlian |

Workstation Workstation

Bus: Linear LAN where stations' transmissions are
propagated and received by all slations.

Workstation Workstation

Workstation

Star: Structure whereas end points are connected to a
common central switch or hub by direct links.

__

Workstation Workstation Workstation

Point-to-point: The physical connection of stations pass
from one station to another.

Figure 3.1 Ethernet topology breakdown.

Stations that participated in the collision immediately abort their transmissions. The first station to
detect the collision sends out an aert to all stations. At this point, all stations execute a random
collision timer to force a delay before attempting to transmit their frames. This timing delay
mechanism is termed the back-off algorithm. And, if multiple collisions are detected, the random
delay timer is doubled.

s, After 10 consecutive collisions and multiple double random delay times, network
Hofé‘“l‘ = performance will not improve significantly. This is a good example of an Ethernet
flooding method.

Ethernet Design, Cabling, Adapters
Ethernet comes in various flavors. The actua physical arrangement of nodes in a structure is termed

the network topology. Ethernet topology examples include bus, star, and point-to-point (see Figure
3.1).
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Ethernet options also come in many variations, some of which are shown in Figure 3.2 and defined
in the following list:

Ethernat 10Base2 10Bases 10BaseT 10BaseFL 100BaseT
Topology Bus Bus Bus Star Pt-1a-Pt Bus
Data
Transter 10 Mbps 10 Mbps 10 Mbps 10 Mbps 10 Mbps 100 Mbps
Rate
Maximum
Segment 500 Meters 185 Meters 500 Meters 100 Meters 2,100 Meters 100 Meters
Length
Media Unshielded Unshielded
Ty Thick Coax Thin Coax Thick Coax Twisted Fiber Optic Twisted
pe Pair Pair

Figure 3.2 An Ethernet specification chart by type, for comparison.

Gmund Statmn C
Statlnnﬁh Transceiver Transceivar StatlonB

Figure 3.3 Ethernet and 10Base5 network.

Ethernet, 10Base5. Ethernet with thick coaxial (coax) wire uses cable type RGO8.
Connectivity from the NIC travels through a transceiver cable to an external transceiver and
finally through the thick coax cable (see Figure 3.3). Due to signal degradation, a segment is
limited © fewer than 500 meters, with a maximum of 100 stations per segment of 1,024
stations total.

10Base2. Thinwire Ethernet, or thinnet, uses cable type RG-58. With 10Base2, the
transceiver functionality is processed in the NIC. BNC T connectors link the cable to the NIC
(see Figure 3.4). As with every media type, due to signal degradation, a thinnet segment is
limited to fewer than 185 meters, with a maximum of 30 stations per segment of 1,024
stations total.

10BaseT. Unshielded twisted pair (UTP) wire uses cable type RJ45 for 10BaseT
specifications. Twisted pair Ethernet broke away from the electric shielding of coaxia cable,
using conventional unshielded copper wire. Using the star topology, each station is connected
via R}45 with UTP wire to a unique port in a hub or switch (see Figure 3.5). The hub
simulates the signals on the Ethernet cable. Due to signal degradation,
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Figure 3.4 10Base2 network diagram.

Hub

Twisted Pair
Cable

o

Station A Station B Station C

Figure 3.5 10BaseT example diagram.
the cable between a station and a hub is limited to fewer than 100 meters.

Fast Ethernet, 100BaseT. To accommodate bandwidth-intensive applications and network
expansion, the Fast Ethernet Alliance promoted 100 Mbps technology. This alliance consists
of 3Com Corporation, DAVID Systems, Digital Equipment Corporation, Grand Junction
Networks, Inc., Intel Corporation, National Semiconductor, SUN Microsystems, and
Synoptics Communications.

To understand the difference in transmission speed between 10BaseT and 100BaseT, let’s look at the
formula:

Stationto-Hub Diameter (meters) = 25,000/Transmission Rate (Mbps).
Given: 10 Mbps 10BaseT Ethernet network:

Diameter (meters) = 25,000/10 (Mbps)
Diameter = 2,500 meters

Given: 100 Mbps 100BaseT Fast Ethernet network:

Diameter (meters) = 25,000 / 100 (Mbps)
Diameter = 250 meters

From these equations, we can deduce that 100 Mbps Fast Ethernet requires a station-to-hub diameter,
in meters, that is one-tenth that of 10 Mbps Ethernet. This speed versus distance ratio in Fast
Ethernet allows for a tenfold scale increase in maximum transmitted bits. Other prerequisites for Fast
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Ethernet include 100 Mbps station NICs, Fast Ethernet hub or switch, and Category 5 UTP (data
grade) wire.

Hardware Addresses, Frame Formats

Having touched upon Ethernet design and cabling, we can address the underlying Ethernet
addressing and formatting. We know that every station in an Ethernet network has a unique 48-bit
address bound to each NIC (described in Chapter 1). These addresses not only specify a unique,
single station, but also provide for transmission on an Ethernet network to three types of addresses:

Unicast Address. Transmission destination to a single station.
Multicast Address. Transmission destination to a subset or group of stations.
Broadcast Address. Transmission destination to all stations.

Hadyir’ls, It doesn't necessarily matter whether the transmission destination is unicast,
HOI?T = Multicast, or broadcast, because each frame will subsequently pass by every
inter face.

The Ethernet frame is variable length, which is to say that no frame will be smaller than 64 octets or
larger than 1,518 octets. Each frame consists of a preamble, a destination address, a source address,
the frame type, frame data, and cyclic redundancy check (CRC) fields (see Figure 3.6). These fields
are defined as follows:

Preamble. Aids in the synchronization between sender and receiver(s).

Destination Address. The address of the receiving station.

Source Address. The address of the sending station.

Frame Type. Specifies the type of data in the frame to determine which protocol
software module should be used for processing.

Frame Data. Indicates the data carried in the frame based on the type latent in the
Frame Type field.

Cyclic Redundancy Helps detect transmission errors. The sending station computes a

Check (CRC). frame value before transmission. Upon frame retrieval, the receiving

station must compute the same value based on a complete, successful
transmission.

Token Ring Technology

Token Ring technology, originally developed by IBM, is standardized as IEEE 802.5. In its first
release, Token Ring was capable of a transmission rate of 4 Mbps. Later, improvements and new
technologies increased transmissions to 16 Mbps.

Preamble | Destination | Source Framea Frame Data CRC
Address | Address Type
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Figure 3.6 The six fields of an Ethernet frame.

To help understand Token Ring networking, imagine a series of point-to-point stations forming a
circle (see Figure 3.7). Each station repeats, and properly amplifies, the signal as it passes by,
ultimately to the destination station. A device called a Multistation Access Unit (MAU) connects
stations. Each MAU is connected to form a circular ring. Token Ring cabling may consist of coax,
twisted pair, or fiber optic types.

Stations

MAU MAU

Stations

Stations

Figure 3.7 Token Ring as a series of point-to-point links forming a circle.
Operation

Token Ring functionality starts with a 24-bit token that is passed from station to station, circulating
continuously, even when ro frames are ready for transmission. When a station is ready to transmit a
frame, it waits for the token. Upon interfacing the token, the station submits the frame with the
destination address. The token is then passed from station to station until it reaches the destination,
where the receiving station retains a copy of the frame for processing. Each connection may retain
the token for a maximum period of time.

This may seem arduous, but consider that the propagation velocity in twisted pair is .59 times the
speed of light. Also, because each station must wait for the passing token to submit a frame,
collisions do not occur in Token Ring.

Token Ring Design, Cabling
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Type 1 and 2 cabling is used for 16 Mbps data transfer rates. To avoid jitter, a maximum of 130
devices per ring is recommended. The maximum distance between stations and MAU on a single
MAU LAN is 300 meters. The maximum advisable distance between stations and MAUs on a
multiple MAU LAN is 100 meters. The maximum recommended distance between MAUs on a
multiple MAU LAN is 200 meters.

Type 3 cabling is primarily used for 4 Mbps data transfer rates. To avoid jitter, a maximum of 90
devices per ring is recommended. The maximum distance between stations and MAU on a single
MAU LAN is 100 meters. The maximum advisable distance between stations and MAUs on a
multiple MAU LAN is 45 meters. The maximum recommended distance between MAUs on a
multiple MAU LAN is 120 meters.

Prioritization

In Token Ring, there are two prioritization fields to permit station priority over token utilization: the
priority and reservation fields. Stations with priority equal to or greater than that set in a token can
take that token by prioritization. After transmission completion, the priority station must reinstate the
previous priority value so normal token passing operation may resume.

m‘hi?r Hackers that set stations with priority equal to or greater than that in a token can
HoI\é? = control that token by prioritization.

Fault Management

Token Ring employs various methods for detecting and managing faults in a ring. One method
includes active monitor technology, whereby one station acts as a timing node for transmissions on a
ring. Among the active monitor station’s responsibilities is the removal of continuously circulating
frames from the ring. This is important, as a recelving station may lock up or be rendered
temporarily out of service while a passing frame seeks it for processing. As such, the active monitor
will remove the frame and generate a new token.

Another fault management mechanism includes station beaconing. When a station detects a problem
with the network, such as a cable fault, it sends a beacon frame, which generates a failure domain.
The domain is defined as the station reporting the error, its nearest neighbor, and everything in
between. Stations that fall within the failure domain attempt to electronically reconfigure around the
falled area

s, Beacon generation may render a ring defenseless and can essentially lock up the

Note™, ring.
Addresses, Frame Format

Similar to the three address mechanisms in Ethernet (described earlier in this chapter), Token Ring
address types include the following:

Individual Address.  Specifies a unique ring station.
Group Address. Specifies a group of destination stations on aring.
All Stations Address. Specifies all stations as destinations on a ring.

Basically, Token Ring supports two frame types token frame and data/command frame, as illustrated
in Figures 3.8 and 3.9, respectively.
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A token frame' s fields are defined as follows:

Start Ddimiter. Announces the arrival of atoken to each station.
Access Control. The prioritization value field.
End Ddlimiter. Indicates the end of the token or data/lcommand frame.

Start Delimiter Apcess Control End Delimiter

Figure 3.8 A token frame consists of a Start Deimiter, an Access Control Byte, and an End
Delimiter field.

Stan Access Frame | Destination | Source Frame End Frame
Delimiter | Control Control Address | Address | Data Check Delimiter | Status
Sequence

Figure 3.9 A data/lcommand frame consists of the standard fields, including error checking.
A data/command frame' s fields are defined as follows:

Start Delimiter. Announces the arrival of atoken to each station

Access Control. The prioritization value field.

Frame Control. Indicates whether data or control information is carried in the frame.
Destination Address. A 6-byte field of the destination node address.

Source Address. A 6-byte field of the source node address.

Data. Contains transmission data to be processed by receiving station.

Frame Check Sequence (FCS). Similar to a CRC (described earlier in this chapter): the
source station calculates a value based on the frame contents. The destination station must
recalculate the value based on a successful frame transmission. The frame is discarded when
the FCS of the source and destination do not match.

End Ddimiter. Indicates the end of the token or data/lcommand frame.

Frame Status. A 1-byte field specifying a data frame termination and address-recognized
and frame-copied indicators.

Fiber Distributed Data I nterface Technology

The American National Standards Institute (ANSI) developed the Fiber Distributed Data Interface
(FDDI) around 1985. FDDI is like a high-speed Token Ring network with redundancy failover using
fiber optic cable. FDDI operates at 100 Mbps and is primarily used as a backbone network,
connecting several networks together. FDDI utilizes Token Ring token passing technology, when,
when fully implemented, contains two counter-rotating fiber rings. The primary ring data travels
clockwise, and is used for transmission; the secondary ring (traveling counterclockwise) is used for
backup failover in case the primary goes down. During afailure, auto-sense technology causes aring
wrap for the transmission to divert to the secondary ring.
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Figure 3.10 An FDDI dua ring backbone connecting two local LANs viaMAUs and one WAN via
arouter.

Operation

FDDI frame sizes may not exceed 4,500 bytes. This makes FDDI a feasible medium for large
graphic and data transfers. The maximum length for FDDI is 200 kilometers with 2,000 stations for a
single ring, and one-half that for a dual ring implementation. FDDI was designed to function as a
high-speed transport backbone; therefore, FDDI assumes workstations will not attach directly to its
rings, but to a MAU or router, as they cannot keep up with the data transfer rates (see Figure 3.10).
Consequently, frequent station power cycles will cause ring reconfigurations; therefore, it is
recommended that directly connected MAUSs be powered on at all times.

FDDI rings operate in synchronous and asynchronous modes, which are defined as follows:

Synchronous. Stations are guaranteed a percentage of the total available bandwidth.
Asynchronous. Stations transmit in restricted or nonrestricted conditions. A restricted station
can transmit with up to full ring bandwidth for a period of time alocated by station
management; as nonrestricted stations, all available bandwidth, minus restrictions, will be
distributed among the remaining stations.

Stations can attach to FDDI as single-attached- stations (SAS) or dual-attached-stations (DAS). SAS
connect only to the primary ring through a FDDI MAU. The advantage of this method is that a
station will not affect the ring if it is powered down. DASs are directly connected to both rings,
primary and secondary. If a DAS is disconnected or powered off, it will cause a ring reconfiguration,
interrupting transmission performance and data flow.

FDDI Design, Cabling
FDDI can operate with optical fiber or copper cabling, referred to as Copper Distributed Data
Interface (CDDI). FDDI was designed for optical fiber, which has many advantages over copper,

including performance, cable distance, reliability, and security.

Two types of FDDI optical fiber are designed to function in modes (defined as rays of light that enter
fiber at specific angles): single-mode and multi-mode. These modes are defined as follows:
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Single-mode. One mode of laser light enters the fiber and is capable of giving high
performance over long distances. This mode is recommended for connectivity between
buildings or widely dispersed networks.

Multi-mode. Multiple modes of LED lights enter the fiber at different angles and arrive at
the end of the fiber at different times. Multi- mode reduces bandwidth and potential cable
distance and is therefore recommended for connectivity within buildings or between closely
dispersed networks.

Hallsﬁs, Fiber does not emit electrical signals and therefore cannot be tapped nor permit
Noté™., unauthorized access,

Frame Format

Remember that FDDI frames can be up to 4,500 bytes. As stated, this size makes FDDI a feasible
medium for large graphic and data transfers. Not surprisingly, Token Ring and FDDI formats are
very similar; they both function as token passing network rings, and therefore contain similar frames,
as shown in Figure 3.11, whose fields are defined in the following list:

Stan Frame | Destination | Source Frame End Frame
Preamble | Delimier | Contral Address | Address Data Check Dehrmiter | Status
Sequence

Figure3.11 FDDI dataframe.

Preamble. A sequence that prepares a station for upcoming frames.

Start Delimiter. Announces the arrival of atoken to each station.

Frame Control. Indicates whether data or control information is carried in the frame.
Destination Address. A 6-byte field of the destination node address.

Sour ce Address. A 6-byte field of the source node address.

Data. Contains transmission data to be processed by the receiving station.

Frame Check Sequence (FCS). Similar to a CRC (described earlier in this chapter): the
source station calculates a value based on the frame contents. The destination station must
recalculate the value based on a successful frame transmission. The frame is discarded if the
FCS of the source and destination do not match.

End Ddimiter. Indicates the end of the frame.

Frame Status. Specifies whether an error occurred and whether the receiving station copied
the frame.

Analog Technology

Analog communication has been around for many years, spanning the globe with longer, older
cabling and switching equipment. However, the problems inherent to analog communication now
seem to be surpassing its effective usefulness. Fortunately, other means of communication now exist
to address the complications of analog transmission. Some of the newer engineering is digital and
ISDN/xDSL technologies (covered in the next section).

Dial- up analog transmission transpires through a single channel, where the analog signal is created
and handled in the electrical circuits. A modem provides communication emulation, in the form of an
analog stream on both the dialing and answering networks. Telephone system functionality derives
from analog transmissions through equipment switching, to locate the destination and open an active
circuit of communication. The cabling, microwaves, switching equipment, and hardware involved in
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analog transmission, by numerous vendors, is very complex and inefficient. These issues are
exacerbated by the many problems relating to analog communication.

Problem Areas and Remedies

Some of the problems encountered in analog transmission include noise and attenuation. Noise is
considered to be any transmissions outside of your communication stream, and that interferes with
the sgnal. Noise interference can cause bandwidth degradation and, potentially, render complete
signal loss. The five primary causes for noisy lines are:

Heat exposure

Parallel signals, or cross-talk
Electrical power interference
Magnetic fields

Electrical surges or disturbances

There are some remediations for certain types of noise found in lines. Telephone companies have
techniques and equipment to measure the strength of the signal and noise to effectively extract the
signal and provide a better line of communication.

Attenuation derives from resistance, as electrical energy travels through conductors, while
transmission lines grow longer. One result of attenuation is a weak signal or signal distortion. An
obvious remedy for degradation caused by attenuation is the use of an amplifier. Consequently,
however, any existing noise will be increased in amplitude along with the desired communication
sgndl.

m‘bt?r Placing a signal-to-noise ratio service call with your local telephone company is
Hol\é'f = highly recommended for optimal signal strength and bandwidth allocation.

Public telephone networks were primarily designed for voice communications. To utilize this
technology, modems were developed to exchange data over these networks. Due to the problems just
mentioned in typical phone lines, without some form of error correction, modem connections are
unreliable. Although many of the public networks have been upgraded to digital infrastructures,
users are till plagued by the effects of low-speed connections, caused by error detection and
correction mechanisms that have been incorporated to new modems.

The most recent trick used to avoid upgrading available bandwidth by adding an ISDN line to
achieve dial- up access, is to incorporate larger data transfers during the communication process. But
before we explore the fundamentals of this new initiative, let’s review the maximum transfer unit
(MTU).

Maximum Transfer Unit

The MTU is the largest IP datagram that may be transferred using a data link connection, during the
communication sequences between systems. The MTU is amutually acceptable value, whereby both
ends of a link agree to use the same specific value. Because TCP and/or UDP are unaware of the
particular path taken by a packet as it travels through a network such as the Internet, they do not
know what size of packet to generate. Moreover, because small packets are quite common, these
become inefficient, as there may be very little data as compared to large headers. Clearly then, a
larger packet is much more efficient.
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s A wide variety of optimization software that allow you to optimize settings, such as
HoI\é? = MTU, that affect datatransfer over analog and digital linesis available for download
on the Internet. Most of these settings are not easily adjustable without directly
editing the System Registry (described next). Some of these software packages
include NetSonic (www.NetSonic.com), TweakAll (www.abtons-shed.com) and
MTUSpeed (www.mjs.u-net.com). These utility suites optimize online system
performance by increasing MTU data transfer sizes, Time-to-live (TTL)
specifications detail the number of hops a packet can take before it expires, and

provide frequent Web page caching by using available system hard drive space.

System Registry

The System Registry is a hierarchical database within later versions of Windows (95/98, Millennium,
NT4, NT5, and 2000) where all the system settings are stored. It replaced al of the initialization
(.ini) files that controlled Windows 3.x. All system configuration information from system.ini,
win.ini and control.ini, are all contained within the Registry. All Windows program initialization and
configuration data are stored within the Registry as well.

It is important to note that the Registry should not be viewed or edited with any standard editor; you
must use a program that is included with Windows, called RegEdit for Windows 95 and 98 and
RegEdit32 for Windows NT4 and NT5. This program isn't listed on the Start Menu and in fact is
well hidden in your Windows directory. To run this program, click Start, then Run, then type regedit
(for Win9x) or regedit32 (for WIinNT) in the input field. This will start the Registry Editor.

It is very important to back up the System Registry before attempting to implement these methods or
software suites. Registry backup software is available for download at TuCows (www.tucows.com)
and Download (www.download.com). An example of the Windows Registry subtree is illustrated in
Figure 3.12. The contents of its folders are described in the following list:

=101 x|
Hegisy Edit View Help
BRIy Comoutel Name Dala
] HEEY_CLASSES_ROOT
(] HKEY_CURRENT_USER
) HKEY_LOCAL_MACHINE
[ HKEY_USERS

(] HEEY_CURRENT_CONFIG
) HKEY_DYN_DATA

+

i — 2

R

5
W |

Figure 3.12 The Windows Registry subtree.

HKEY_CLASSES ROOT. Contains software settings about drag-and-drop operations,
handles shortcut information and other user interface information. A subkey is included for
every file association that has been defined.

HKEY_CURRENT_USER. Contains information regarding the currently logged-on user,
including:
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AppEvents. Contains settings for assigned sounds to play for system and applications sound
events.

Control Panel: Contains settings similar to those defined in system.ini, win.ini, and
control.ini in Windows 3.xx.

InstallL ocationsM RU: Contains the paths for the Startup folder programs.

Keyboard Layout: Specifies current keyboard layout.

Network: Gives network connection information.

RemoteAccess: Lists current log-on location information, if using dial-up networking.
Softwar e: Displays software configuration settings for the currently logged-on user.

HKEY_LOCAL_MACHINE. Contains information about the hardware and software
settings that are generic to al users of this particular computer, including:

Config: Lists configuration information/settings.

Enum: Lists hardware device information/settings.

Hardwar e: Displays serial communication port(s) information/settings.

Network: Gives information about network(s) to which the user is currently logged on.
Security: Lists network security settings.

Softwar e: Displays software-specific information/settings.

System: Lists system startup and device driver information and operating system settings.

HKEY_USERS. Contains information about desktop and user settings for each user who
logs on to the same Windows 95 system. Each user will have a subkey under this heading. If
there is only one user, the subkey is .default.

HKEY_CURRENT_CONFIG. Contains information about the current hardware
configuration, pointing to HKEY _LOCAL_MACHINE.

HKEY_DYN _DATA. Contains dynamic information about the plug-and-play devices
installed on the system. The data here changes when devices are added or removed on the fly.

Integrated Services Digital Network Technology

Integrated Services Digital Network (ISDN) is a digital version of the switched analog
communication, as described in the previous section. Digitization enables transmissions to include
voice, data, graphics, video, and other services. As just explained, analog signals are carried over a
single channel. A channel can be described as a conduit through which information flows. In ISDN
communication, a channel is a bidirectiona or full-duplex time dlot in a telephone company’s
facilitation equipment.

| SDN Devices
ISDN communication transmits through a variety of devices, including:

Terminals. These come in type 1 (TEL1) and ype 2 (TE2). TEls are speciaized ISDN
terminals (i.e., computers or ISDN telephones) that connect to an ISDN network via four-
wire twisted-pair digital links. TE2s are nontISDN terminals (i.e., standard telephones) that
require terminal adapters for connectivity to ISDN networks.

Network Termination Devices. These come in type 1 (NT1) and type 2 (NT2). Basicaly,
network termination devices connect TELls and TE2s (just described) to conventional two-
wire local-loop wiring used by a telephone company.

| SDN Service Types
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ISDN provides two types of services, Basic Rate Interface (BRI) and Primary Rate Interface (PRI).
BRI consists of three channels, one Dchannel and two B-channels, for transmission streaming.
Under normal circumstances, the D-channel provides signal information for an ISDN interface.
Operating at 16 Kbps, the D-channel typically includes excess bandwidth of approximately 9.6 Kbps,
to be used for additional data transfer.

The dual B-channels operate at 64 Kbps, and are primarily used to carry data, voice, audio, and video
signals. Basically, the relationship between the D-channel and B-channels is that the D-channel is
used to transmit the message signals necessary for service requests on the Bchannels. The total
bandwidth available with BRI serviceis 144 Kbps (2 x 64 Kbps + 16 Kbps; see Figure 3.13).

In the United States, the PRI service type offers 23 B-channels and one D-channel, operating at 64
Kbps, totaling 1.54 Mbps available for transmission bandwidth.

| SDN versus Analog

The drawbacks described earlier that are inherent to analog transmission have been addressed by
ISDN digital technologies. For example, in the case of the noise issue, ISDN inherently operates with
80 percent less noise than analog. ISDN speed rates operate up to four times faster on a single B
channel than an analog 56 Kbps compressed transmission. Furthermore, an ISDN call and
connection handshake takes approximately two seconds, as compared to a 45-second analog call.
Finally, the icing on the cake is that ISDN technology supports load balancing, as well as bandwidth
on-demand, if more bandwidth is required, with the second B-channel. This automated process is
enabled by the telephone company and transparently managed by the D-channdl.

B-channals at 64 Kbps % +
D-channel at 16 Kbps T ,u {

Figure 3.13 Basic Rate Interface (BRI) cable specifications.

Digital Subscriber Line

Technically, a digital subscriber line (DSL) matches up to an ISDN BRI line. And, theoreticaly,
DSL is ahigh-speed connection to the Internet that can provide from 6 times to 30 times the speed of
current ISDN and analog technology, at a fraction of the cost of comparable services. In addition,
DSL uses telephone lines aready existing in your home. In fact, you can talk on the same phone line
while you are connected to the Internet. These are dedicated, online connections, 24 hours a day, so
you never have to be without your connection to the Internet. And, unlike other technologies, such as
cable modems, with DSL you do not share your line with anyone else. All that said, currently, where
it is available, DSL service can be delivered only within approximately a 2.5-mile radius of the
telephone company.

The various flavors of DSL, collectively referred to as xDSL, include:

Asymmetric Digital Subscriber Line (ADSL). One-way T1 transmission of signals to the
home over the plain old, single, twisted-pair wiring already going to homes. ADSL modems
attach to twisted-pair copper wiring. ADSL is often provisioned with greater downstream
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rates than upstream rates (asymmetric). These rates are dependent on the distance a user is
from the central office (CO) and may vary from as high as 9 Mbps to as low as 384 Kbps.
High Bit-Rate Digital Subscriber Line (HDSL). The oldest of the DSL technologies,
HDSL continues to be used by telephone companies deploying T1 lines at 1.5 Mbps. HDSL
requires two twisted pairs.

ISDN Digital Subscriber Line (IDSL). Enables up to 144 Kbps transfer rates in each
direction, and can be provisioned on any ISDN-capable phone line. IDSL can be deployed
regardless of the distance the user is from the CO.

Rate-Adaptive Digital Subscriber Line (RADSL). Using modified ADSL software,
RADSL makes it possble for modems to automatically and dynamically adjust their
transmission speeds. This often allows for good data rates for customers at greater distances.
Single-Line Digital Subscriber Line, or Symmetric Digital Subscriber Line (SDSL). A
modified HDSL software technology; SDSL is intended to provide 1.5 Mbps in both
directions over asingle twisted pair over fewer than 8,000 feet from the CO.

Very High-Rate Digital Subscriber Line (VDSL). Also called broadband digital subscriber
line (BDSL), VDSL isthe newest of the DSL technologies. It can offer speeds up to 25 Mbps
downstream and 3 Mbps upstream. This gain in speed can be achieved only at short
distances, up to 1,000 feet.

Point-to-Point Technology

The Point-to-Point Protocol (PPP) is an encapsulation protocol providing the transportation of 1P
over serial or leased line point-to-point links. PPP is compatible with any Data Termina
Equipment/Data Communication Equipment (DTE/DCE) interface, whether internal (integrated in a
router) or external (attached to an external data service unit (DSU). DTE is a device that acts as a
data source or destination that connects to a network through a DCE device, such as a DSU or
modem. The DCE provides clocking signals and forwards traffic to the DTE. A DSU is a high-speed
modem that adapts the DTE to a leased line, such as a T1, and provides signal timing among other
functions (see Figure 3.14 for illustration). Through four steps, PPP supports methods of
establishing, configuring, maintaining, and terminating communication Sessions over a point-to-point
connection.

PPP Operation

The PPP communication process is based on transmitting datagrams over a direct link. The PPP
datagram delivery process can be broken down into three primary areas including datagram
encapsulation, Link Control Layer Protocol (LCP), and Network Control Protocol (NCP)
initialization:

Datagram Encapsulation. Datagram encapsulation during a PPP session is handled by the
High-level Data-link Control (HDLC) protocol. HDLC supports synchronous, half and full-
duplex transmission (see Chapter 1 for more information on duplexing). The primary
function of HDLC is the link formulation between local and remote sites over a seria line.

To — ]DTE Cabla - To

WAN - DSU Router LAN
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Figure 3.14 The T1 line is attached to a DSU, which is attached to a router via DTE cable. The
router is connected to a LAN switch or hub as it routes data between the LANs and WANS.

Link Control Layer Protocol (LCP). As previously mentioned, through four steps, PPP
supports establishing, configuring, maintaining and terminating communication sessions
using LCP.

1. LCP opens a connection and negotiates configuration parameters through a configuration
acknowledgment frame.

2. An optional link quality inspection takes place to determine sufficient resources for network
protocol transmission.

3. NCP will negotiate network layer protocol configuration and transmissions.

4. LCPwill initiate alink termination, assuming no carrier [oss or user intervention occurred.

Network Control Protocol (NCP). Initiated during Step 3 of the PPP communication
process, NCP establishes, configures, and transmits multiple, simultaneous network layer
protocols.

Frame Structure

Six fields make up the PPP frame structure as defined by the International Organization for
Standardization (1SO) HDLC standards (shown in Figure 3.15).

Flag. A 1-byte field specifying the beginning or end of aframe.

Address. A 1-byte field containing the network broadcast address.

Control. A 1-byte field initiating a user data transmission in an unsequenced frame.

Protocol. A 2-byte field indicating the enclosed encapsulated protocol.

Data. The datagram of the encapsulated protocol specified in the Protocol field.

Frame Check Sequence (FCS). A 2 to 4-byte field containing the FCS negotiation
information (see Chapter 1 for more information on FCS operation).

Flag Address | Control Protacol Data FCS

Figure 3.15 Six fields of a PPP frame as they pertain to HDL C procedures.

Frame Relay Technology

This section provides an overview of a popular packet-switched communication medium called
Frame Relay. This section will aso describe Frame Relay operation, devices, congestion control,
Local Management Interface (LMI) and frame formats.

Packet-switching technology, as it pertains to Frame Relay, gives multiple networks the capability to
share a WAN medium and available bandwidth. Frame Relay generally costs less than point-to-point
leased lines. Direct leased lines involve a cost that is based on the distance between endpoints,
whereas Frame Relay subscribers incur a cost based on desired bandwidth allocation. A Frame Relay
subscriber will share a router, Data Service Unit (DSU), and backbone bandwidth with other
subscribers, thereby reducing usage costs. If subscribers require dedicated bandwidth, caled a
committed information rate (CIR), they pay more to have guaranteed bandwidth during busy time
dots.
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Operation, Devices, Data-Link Connection Identifiers, and Virtual Circuits

Devices that participate in a Frame Relay WAN include data terminal equipment (DTE) and data
circuit-terminating equipment (DCE). Customer-owned equipment such as routers and network
stations are examples of DTE devices. Provider-owned equipment provides switching and clocking
services, and is contained in the DCE device category. Figure 3.16 illustrates an example of a Frame
Relay WAN.

Data- link communication between devices is connected with an identifier and implemented as a
Frame Relay virtual circuit. A virtual circuit is defined as the logical connection between two DTE
devices through a Frame Relay WAN. These circuits support bidirectiona communication; the
identifiers from one end to another are termed data-link connection identifiers (DLCIs). Each frame
that passes through a Frame Relay WAN contains the unique numbers that identify the owners of the
virtual circuit to be routed to the proper destinations. Virtual circuits can pass through any number of
DCE devices. As a result, there are many paths between a sending and receiving device over Frame
Relay. For the purposes of this overview, Figure 3.16 illustrates only three packet switches within the
Frame Relay WAN. In practice, there may be 10 or 20 routers assimilating a multitude of potential
courses from one end to another.

There are two types of virtual circuits in Frame Relay, switched virtual circuits (SVCs) and
permanent virtual circuits (PVCs), defined as follows:

Company XYZ

=il To Company

Chicagu ABC Site 1

Packet
Switch

Packet
Company Switch
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Site 2 LAN Packet

Switch

Router  Texas SR
Te Company
ABC Site 2 DTE Device

Netcark Station

Figure3.16 Frame Relay WAN.

Switched Virtual Circuits (SVCs). Periodic, temporary communication sessions for
infrequent data transfers. A SV C connection requires four steps:
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Call setup between DTE devices.

Data transfer over temporary virtual circuit.
Defined idle period before termination.
Switched virtual circuit termination.

AwWNPE

SVCs can be compared to ISDN communication sessions, and as such, use the same signaling
protocols.

Permanent Virtual Circuits (PVCs). Permanent communication sessions for frequent data
transfers between DTE devices over Frame Relay. A PVC connection requires only two
steps:

1. Datatransfer over permanent virtual circuit.
2. Idle period between data transfer sessions.

PV Cs are currently the more popular communication connections in Frame Relay WANS.
Congestion Notification and Error Checking

Frame Relay employs two mechanisms for congestion notificetion: forward-explicit congestion
notification (FECN) and backward-explicit congestion notification (BECN). From a single bit in a
Frame Relay header, FECN and BECN help control bandwidth degradation by reporting congestion
areas. As data transfers from one DTE device to another, and congestion is experienced, a DCE
device such as a switch, will set the FECN bit to 1. Upon arrival, the destination DTE device will be
notified of congestion, and process this information to higher-level protocols to initiate flow control.
If the data sent back to the originating sending device contains a BECN bit, notification is sent that a
particular path through the network is congested.

During the data transfer process from source to destination, Frame Relay utilizes the common cyclic
redundancy check (CRC) mechanism to verify data integrity, as explained in the Ethernet section
earlier in this chapter.

Local Management I nterface

The main function of Frame Relay’s local management interface (LMI) is to manage DLCIs. As
DTE devices poll the network, LMI reports when a PVC is active or inactive. When a DTE device
becomes active in a Frame Relay WAN, LMI determines which DLCIs available to the DTE device
are active. LMI status messages, between DTE and DCE devices, provide the necessary
synchronization for communication.

The LMI frame format consists of nine fields as illustrated in Figure 3.17, and defined in the
following list:

Flag. Specifies the beginning of the frame.

LMI DLCI. Specifies that the frame is a LMI frame, rather than a standard Frame Relay
frame.

Unnumbered Information Indicator (Ull). Setsthe poll bit to O.

Flag Ll ] PO Call Message | VIE FCS Flag
oLCI Reference Type

Figure 3.17 Loca Management Interface frame format.
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Flag Address Data FCS Flag

Figure 3.18 Frame Relay frame format.

Protocol Discriminator (PD). Always includes a value, marking frame as an LMI frame.
Call Reference. Contains zeros, as field is not used at this time.
M essage Type. Specifies the following message types:

Satus-inquiry message. Allows devices to request a status.
Status message. Supplies response to status- inquiry message.

Variable Information Elements (VIE). Specifies two individual information elements:

|E identifier. Identifies information element (IE).
|E length. Specifies the length of the IE.

Frame Check Sequence (FCYS). Verifies data integrity.
Flag. Specifies the end of the frame.

Frame Relay Frame Format

The following descriptions explain the standard Frame Relay frame format and the fields therein
(shown in Figure 3.18):

Flag. Specifies the beginning of the frame.

Address. Specifies the 10-bit DLCI value, 3-bit congestion control notification, and FECN
and BECN hits.

Data. Contains encapsulated upper-layer data.

Frame Check Sequence (FCS). Verifies dataintegrity.

Flag. Specifies the end of the frame.

L ooking Ahead

The primers in Parts 1 and 2 were designed to renovate and/or educate you with the technologies
required to delve into hacking. First, let us review in some detail, the tools, techniques, and
vulnerability exploits ruling hackerdom. The knowledge gained from the next part involves query
processes by which to discover and survey atarget network, and to prepare for vulnerability scanning
and penetration attacking.
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A Little Terminology
Who AreHackers, Crackers, Phreaks, and Cyber punks?

Our first “*intermission” begins by taking time out to define the terms hacker, cracker, phreak, and
cyberpunk. This is necessary, because they are often used interchangeably; for example, a hacker
could also be a cracker; a phreak may use hacking techniques; and so on. To help pinpoint the
specifics of each of these, let’s define how they’ re related:

A hacker istypically a person who is totally immersed in computer technology and computer
programming, someone who likes to examine the code of operating systems and other
programs to see how they work. This individual then uses his or her computer expertise for
illicit purposes such as gaining access to computer systems without permission and tampering
with programs and data on those systems. At that point, this individual would steal
information, carry out corporate espionage, and install backdoors, virii, and Trojans.

A cracker is a person who circumvents or defeats the security measures of a network or
particular computer system to gain unauthorized access The classic goal of a cracker is to
obtain information illegaly from a computer system to use computer resources illegaly.
Nevertheless, the main goal of the majority is to merely break into the system.

A phreak is a person who breaks into telephone retworks or other secured telecommunication
systems. For example, in the 1970s, the telephone system used audible tones as switching
signals; phone phreaks used their own custom-built hardware to match the tones to steal long-
distance services. Despite the sophisticated security barriers used by most providers today,
service theft such as thisis quite common globally.

The cyberpunk can be considered a recent mutation that combines the characteristics of the
hacker, cracker, and phreak. A very dangerous combination indeed.

It has become an undeniable redlity that to successfully prevent being hacked, one must think like a
hacker, function like a hacker, and, therefore, become a hacker.

cknowledging participation from legendary hacker Shadowlord and various members
of the Underground hacker community, who wish to remain anonymous, the remainder of this
intermission will address hacking background, hacker style, and the portrait of a hacker.

What |s Hacking?

Hacking might be exemplified as inappropriate applications of ingenuity; and whether the result is a
practical joke, a quick vulnerability exploit, or a carefully crafted security breach, one has to admire
the technological expertise that was applied.

| NOTE [T pur pose of conciseness, this section treats as a single entity the characteristics
of hackers, crackers, and phreaks.

Perhaps the best description of hacking, however, is attributed to John Vranesevich, founder of
AntiOnline (an online security Web site with a close eye on hacker activity). He caled hacking the

65



“result of typical inspirations.” Among these inspirations are communal, technological, political,
economical, and governmental motivations:

The communal hacker is the most common type and can be compared to a talented graffiti
“artist” spraying disfiguring paint on lavish edifices. This personality normally derives from
the need to control or to gain acceptance and/or group supremacy.

The technological hacker is encouraged by the lack of technology progression. By exploiting
defects, this individua forces advancements in software and hardware development.

Similar to an activist’s rationale, the political hacker has a message he or she wants to be
heard. This requirement compels the hacker to routinely target the press or governmental

entities.

The economical hacker is analogous to a common thief or bank robber. This person commits
crimes such as corporate espionage and credit card fraud for personal gain or profit.

Though all forms of hacking are illegal, none compares to the implications raised by the
governmental hacker. The government anal ogizes this profile to the common terrorist.

Exposing theCriminal

The computer security problem includes not only hardware on local area networks, but more

importantly, the information contained by those systems and potential vulnerabilities to remote-
access breaches.

Market research reveals that computer security increasingly is the area of greatest concern among
technology corporations. Among industrial security managers in one study, computer security ranked
as the top threat to people, buildings, and assets (Check Point Software Technologies, 2000).
Reported incidents of computer hacking, industrial espionage, or employee sabotage are growing
exponentially. Some statistics proclaim that as much as 85 percent of corporate networks contain
vulnerabilities.

In order to successfully “lock down” the computer world, we have to start by securing local stations
and their networks. Research from management firms including Forrester indicates that more than 70
percent of security executives reveal that their server and Internet platforms are beginning to emerge
in response to demand for improved security. Online business-to-business (B2B) transactions will
grow to $327 billion in 2002, up from $8 billion last year, according to Deborah Triant, CEO of
firewall vendor Check Point Software, in Redwood City, California. But to protect local networks
and online transactions, the industry must go beyond simply selling firewall software and long-term
service, and provide vulnerable security clarifications. The best way to gain this knowledge is to
learn from the real professionals, that is, the hackers, crackers, phreaks, and cyberpunks

Who are these so-called professionals? Common understanding is mostly based on unsubstantiated
stories and images from motion pictures. We do know that computer hacking has been around since
the inauguration of computer technology. The first hacking case was reported in 1958. According to
the offenders, all hackers may not be alike, but they share the same quest—for knowledge. The
following excerpt submission from the infamous hacker guru, Mentor, reveals a great deal about this
underground community:

Another one got caught today; it's al over the papers: “Teenager Arrested in Computer Crime
Scandal,”” “Hacker Arrested after Bank Tampering.”

“Damn kids. They're al alike.”
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But did you, in your three-piece psychology and 1950’ s technobrain, ever take alook behind the eyes
of the hacker? Did you ever wonder what made him tick, what forces shaped him, what may have
molded him?

| am a hacker; enter my world... .Mineis aworld that begins with school. I’'m smarter than most
of the other kids; this crap they teach us bores me.

“Damn underachiever. They’re al aike.”

I’'m in junior high or high school. I've listened to teachers explain for the fifteenth time how to
reduce afraction. | understand it. “No, Ms. Smith, | didn’t show my work. | did it in my head... ”

“Damn kid. Probably copied it. They're al alike.”

| made a discovery today. | found a computer. Wait a second; thisis cool. It does what | want it to. If
it makes a mistake, it's because | screwed it up. Not because it doesn't like me, or feels threatened by
me, or thinks |I’m a smart-ass, or doesn’t like teaching and shouldn’t be here.

“Damn kid; al he doesis play games. They’'re al alike.”

And then it happened: a door opened to a world. rushing through the phone line like heroin through
an addict’s veins; an electronic pulse is sent out; a refuge from the day-to-day incompetencies is
sought; a board is found. “This isit... thisis where | belong. | know everyone here... even if I've
never met them, never talked to them, may never hear from them again... | know you all... .”

“Damn kid. Tying up the phone line again. They're al alike.”

You bet your ass we're al alike; we' ve been spoonfed baby food at school when we've hungered
for steak. The bits of meat that you did let dip through were prechewed and tasteless. We' ve been
dominated by sadists, or ignored by the apathetic. The few that had something to tach found us
willing pupils, but those few were like drops of water in the desert. This is our world now... the
world of the electron and the switch, the beauty of the baud. We make use of a service aready
existing without paying for what could be dirt-cheap if it weren't run by profiteering gluttons. And
you call us criminals. We explore. And you call us criminals. We seek after knowledge. And you call
us criminals. We exist without skin color, without nationality, without religious bias. And you call us
criminals. Y ou build atomic bombs; you wage wars; you murder, cheat, and lie to us, and try to make
us believe it’s for our own good, yet we're the criminals...

Yes, | am acriminal. My crime is that of curiosity. My crime is that of judging people by what they
say and think, not by what they look like. My crime is that of outsmarting you, something that you
will never forgive me for. | am a hacker, and thisis my manifesto. Y ou may stop this individual, but
you can’t stop us al... after all, we're al alike.

Regardless of the view of hacker as criminal, there seems to be arole for the aspiring hacker in every
organization. Think about it: who better to secure a network, the trained administrator or the stealthy
hacker? Hackers, crackers, phreaks, and cyberpunks seek to be recognized for their desire to learn, as
well as for their knowledge in technologies that are guiding the world into the future. According to
members of the Underground, society cannot continue to demonstrate its predisposition against
hackers. Hackers want the populace to recognize that they hack because they have reached a plateau;
to them, no higher level of learning exists. To them, it is unfair for the public to regard the hacker,
cracker, phreak, and cyberpunk as one malicious group. Still, remember what the Mentor said: “1 am
a hacker, and this is my manifesto.Y ou may stop this individual, but you can’t stop us al... after all,
we're al aike.”
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Profiling the Hacker

Profiling the hacker has been a difficult, if not fruitless undertaking for many years now. According
to the FBI postings on Cyber-Criminals in 1999, the profile was of a nerd, then of ateen whizkid; at
one point the hacker was seen as the antisocial underachiever; at another, the social guru. Most
hackers have been described as punky and wild, because they think differently, and it is reflected in
their style. None of this rings true anymore. A hacker may be the boy or girl next door. A survey of
200 well-known hackers reported that the average age of a hacker is 16-19, 90 percent of whom are
male; 70 percent live in the United States. They spend an average of 57 hours a week on the
computer; and 98 percent of them believe that they’ll never be caught hacking. The typical hacker
probably has at least three of the following qualities:

Is proficient in C, C++, CGl, or Perl programming languages.

Has knowledge of TCP/IP, the networking protocol of the Internet.

Is a heavy user of the Internet, typically for more than 50 hours per week.

Is intimately familiar with at least two operating systems, one of which is almost certainly
UNIX.

Was or is a computer professional.

Is a collector of outdated computer hardware and software.

Do any of these characteristics describe you? Do you fit the FBI profile? Could they be watching
you? Further observations from the hacker profiles reveal common security class hack attacks among
many different hacker groups. Specific penetrations are targeted at Security Classes C1, C2, B1, and
B2.

Security Levels

The National Computer Security Center (NCSC) is the United States government agency responsible
for assessinging software/hardware security. It carries out evaluations based on a set of requirements
outlined in its publication commonly referred to as the “Bright Orange Book.” This book refers to
security breaches that pertain to the NCSC classes defined in the following subsections.

Security Class C1: Test Condition Generation

The security mechanisms of the ADP system shall be tested and found to work as claimed in the
system documentation [Trusted Computing System Evaluation Criteria (TCSEC) Part |, Section
2.1]. The trusted computer system evauation criteria defined in this document classify systems into
four broad hierarchical divisons of enhanced security protection. They provide a basis for he
evaluation of effectiveness of security controls built into automatic data processing system products.
The criteria were developed with three objectives in mind: () to provide users with a yardstick with
which to assess the degree of trust that can be placed in computer systems for the secure processing
of classified or other sensitive information; (b) to provide guidance to manufacturers as to what to
build into their new, widely-available trusted commercial products in order to satisfy trust
requirements for sensitive applications, and (c) to provide a bass for specifying security
requirements in acquisition specifications. Two types of requirements are delineated for secure
processing: (a) specific security feature requirements and (b) assurance requirements. Some of the
latter requirements enable evaluation personnel to determine if the required features are present and
functioning as intended. The scope of these criteria is to be applied to the set of components
comprising a trusted system, and is not necessarily to be applied to each system component
individually. Hence, some components of a system may be completely untrusted, while others may
be individually evaluated to alower or higher evaluation class than the trusted product considered as
awhole system. In trusted products at the high end of the range, the strength of the reference monitor
is such that most of the components can be completely untrusted. Though the criteria are intended to
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be applicationindependent, the specific security feature requirements may have to be interpreted
when applying the criteria to specific systems with their own functional requirements, applications or
specia environments (e.g., communications processors, process control computers, and embedded
systems in general). The underlying assurance requirements can be applied across the entire
spectrum of ADP system or application processing environments without special interpretation.

For this class of systems, the test conditions should be generated from the system documentation,
which includes the Security Features User’s Guide (SFUG), the Trusted Facility Manua (TFM), the
system reference manual describing each Trusted Computing Base (TCB) primitive, and the design
documentation defining the protection philosophy and its TCB implementation. Both the SFUG and
the manual pagesillustrate, for example, how the identification and authentication mechanisms work
and whether a particular TCB primitive contains relevant security and accountability mechanisms.
The Discretiorary Access Control (DAC) and the identification and authentication conditions
enforced by each primitive (if any) are used to define the test conditions of the test plans.

Test Coverage

Testing shall be done to assure that there are no obvious ways for an unauthorized user to bypass or
otherwise defeat the security protection mechanisms of the TCB [TCSEC, Part I, Section 2.1].

The team shall independently design and implement at least five systemspecific tests in an
attempt to circumvent the security mechanisms of the system [TCSEC, Part I, Section 10].

These two TCSEC requirements/guidelines define the scope of security testing for this security class.
Since each TCB primitive may include security-relevant mechanisms, security testing will include at
least five test conditions for each primitive. Furthermore, because source code analysis is neither
required nor suggested for class Cl systems, monolithic functional testing (i.e., a black-box
approach) with boundary-value coverage represents an adequate testing approach for this class.

Boundary-value coverage of each test condition requires that at least two calls of each TCB primitive
be made, one for the positive and one for the negative outcome of the condition. Such coverage may
also require more than two calls per condition.

Whenever a TCB primitive refers to multiple types of objects, each condition is repeated for each
relevant type of object for both its positive and negative outcomes. A large number of test calls may
be necessary for each TCB primitive because each test condition may in fact have multiple related
conditions, which should be tested independently of each other.

Security Class C2: Test Condition Generation

Testing shall also include a search for obvious flaws that would allow violation of resource isolation,
or that would permit unauthorized access to the audit and authentication data [TCSEC, Part I,
Section 2.2].

These added requirements refer only to new sources of test conditions, not to a new testing approach,
nor to new coverage methods. The following new sources of test conditions should be considered:

Resource isolation conditions. These test conditions refer to al TCB primitives that
implement specific system resources (e.g., object types or system services). Test conditions
for TCB primitives implementing services may differ from those for TCB primitives
implementing different types of objects. Thus, new conditions may need to be generated for
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TCB services. The mere repetition of test conditions defined for other TCB primitives may
not be adequate for some services.

Conditions for protection of audit and authentication data. Because both audit and
authentication mechanisms and data are protected by the TCB, the test conditions for the
protection of these mechanisms and their data are similar to those that show that the TCB
protection mechanisms are tamperproof and noncircumventable. For example, these
conditions show that neither privileged TCB primitives nor audit and user authentication files
are accessible to regular users.

Test Coverage

Although class C1 test coverage suggests that each test condition be implemented for each type of
object, coverage of resource-specific test conditions also requires that each test condition be included
for each type of service (whenever the test condition is relevant to a service). For example, the test
conditions that show that direct access to a shared printer is denied to a user will be repeated for a
shared tape drive with appropriate modification of test data (i.e., test environments setup, test
parameters, and outcomes).

Security Class B1: Test Condition Generation

The objectives of security testing shall be: to uncover al design and implementation flaws that
would permit a subject external to the TCB to read, change, or delete data normally denied under the
mandatory or discretionary security policy enforced by the TCB; as well as to ensure that no subject
(without authorization to do so) is able to cause the TCB to enter a state such that it is unable to
respond to communications initiated by other users [TCSEC, Part I, Section 3.1] .

The security-testing requirements of class B1 are more extensive than those of either class C1 or C2,
both in test condition generation and in coverage analysis. The source of test conditions referring to
users access to data includes the mandatory and discretionary policies implemented by the TCB.
These policies are defined by an informal policy model whose interpretation within the TCB allows
the derivation of test conditions for each TCB primitive. Although not explicitly stated in the
TCSEC, it is generaly expected that all relevant test conditions for classes C1 and C2 also would be
used for aclass B1 system.

Test Coverage

All discovered flaws shall be removed or neutralized and the TCB retested to demonstrate that they
have been eliminated and that new flaws have not been introduced [ TCSEC, Part |, Section 3.1].

The team shall independently design and implement at least fifteen system specific tests in an
attempt to circumvent the security mechanisms of the system [ TCSEC, Part I, Section 10].

Although the coverage analysis is still boundary-value, security testing for class B1 systems suggests
that at least 15 test conditions be generated for each TCB primitive that contains security-relevant
mechanisms, to cover both mandatory and discretionary policies. In practice, however, a
substantially higher number of test conditions is generated from interpretations of the (informal)
security model. The removal or the neutralization of found errors, and the retesting of the TCB,
requires no additional types of coverage analysis.

Security Class B2: Test Condition Generation

Testing shall demonstrate that the TCB implementation is consistent with the descriptive top-level
specification [ TCSEC, Part |, Section 3.2].
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This requirement implies that both the test conditions and coverage analysis of class B2 systems are
more extensive than those of class B1. In class B2 systems, every access control and accountability
mechanism documented in the descriptive top-level specification (DTLS) (which must be complete
as well as accurate) represents a source of test conditions. In principle, the same types of test
conditions would be generated for class B2 systems as for class B1 systems, because, first, in both
classes, the test conditions could be generated from interpretations of the security policy model

(informa at Bl and forma at B2), and second, in class B2, the DTLS includes precisely the
interpretation of the security policy model. In practice, however, thisis not the case because security
policy models do not model a substantial number of mechanisms that are, nevertheless, included in
the DTLS of class B2 systems. The number and type of test conditions can therefore be substantially
higher in a class B2 system than in a class B1 system, because the DTLS for each TCB primitive
may contain additional types of mechanisms, such as those for trusted facility management.

Test Coverage

It is not unusud to have a few individual test conditions for at least some of the TCB primitives. As
suggested in the approach defined in the previous section, repeating these conditions for many of the
TCB primitives to achieve uniform coverage can be both impractical and unnecessary. This is
particularly true when these primitives refer to the same object types and services. For this reason,
and because source-code analysis is required in class B2 systems to satisfy other requirements, the
use of the gray-box testing approach is recommended for those parts of the TCB in which primitives
share a substantial portion of their code. Note that the DTLS of any system does not necessarily
provide any test conditions for demonstrating the tamper-proof capability and noncircumventability
of the TCB. Such conditions should be generated separately.

Kickoff

The cyber-criminal definitions, profiles, and security class information guidelines are provided to
give an indication of the extent and sophistication of the highly recommended hack attack
penetration testing, covered in the rest of this book. Individuals and organizations wishing to use the
“Department of Defense Trusted Computer System Evaluation Criteria,” aong with underground
hacker techniques for performing their own evauations, may find the following chapters useful for
purposes of planning and implementation.
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CHAPTER

4

Well-Known Ports and Their Services

Having read the internetworking primers in Chapter 1, “Understanding Communication Protocols,”
and Chapter 3, ‘‘Understanding Communication Mediums,” hopefully you are beginning to think,
speak, and, possibly, act like a hacker, because now it’s time to apply that knowledge and hack your
way to a secure network. We begin this part with an in-depth look at what makes common ports and
their services so vulnerable to hack attacks. Then, in Chapter 5, you will learn about the software,
techniques, and knowledge used by the hackers, crackers, phreaks, and cyberpunks defined in Act |
Intermission.

A Review of Ports

The input/output ports on a computer are the channels through which data is transferred between an
input or output device and the processor. They are also what hackers scan to find open, or
“listening,” and therefore potentially susceptible to an attack. Hacking tools such as port scanners
(discussed in Chapter 5) can, within minutes, easily scan every one of the more than 65,000 ports on
a computer; however, they specificaly scrutinize the first 1,024, those identified as the well-known
ports These first 1,024 ports are reserved for system services; as such, outgoing connections will
have port numbers higher than 1023. This means that al incoming packets that com municate via
ports higher than 1023 are replies to connections initiated by internal requests.

When a port scanner scans computer ports, essentially, it asks one by one if a port is open or closed.
The computer, which doesn’'t know any better, automatically sends a response, giving the attacker
the requested information. This can and does go on without anyone ever knowing anything about it.

The next few sections review these well-known ports and the corresponding vulnerable services they
provide. From there we move on to discuss the hacking techniques used to exploit security
weaknesses.

s The material in these next sections comprises a discussion of the most vulnerable
HoI\é? = ports from the universal well-known list. But because many of these ports and
related services are considered to be safe or free from common penetration attack
(their services may be minimally exploitable), for conciseness we will pass over safer

ports and concentrate on those in real jeopardy.

TCP and UDP Ports

TCP and UDP ports, which are elucidated in RFC793 and RFC768 respectively, rame the ends of
logical connections that mandate service conversations on and between systems. Mainly, these lists
specify the port used by the service daemon process as its contact port. The contact port is the
acknowledged “well-known port.”

Recall that a TCP connection is initialized through a three-way handshake, whose purpose is to
synchronize the sequence number and acknowledgment numbers of both sides of the connection,
while exchanging TCP window sizes. This is referred to as a connection-oriented, reliable service.
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On the other side of the spectrum, UDP provides a connectionless datagram service that offers
unreliable, best-effort delivery of data. This means that there is no guarantee of datagram arrival or
of the correct sequencing of delivered packets. Tables 4.1 and 4.2 give abbreviated listings,
respectively, of TCP and UDP ports and their services (for complete listings, refer to Appendix C in
the back of this book).

Well-Known Port Vulnerabilities

Though entire books have been written on the gecifics of some of the ports and services defined in
this section, for the purposes of this book, the following services are addressed from the perspective
of an attacker, or, more specifically, as part of the “hacker’s strategy.”

Table4.1 Wdl-Known TCP Ports and Services

PORT NUMBER TCP SERVICE PORT NUMBER TCP SERVICE
7 echo 115 sftp

9 discard 117 path

11 systat 119 nntp

13 daytime 135 loc-serv
15 netstat 139 nbsession
17 gotd 144 news

19 chargen 158 tcprepo

20 FTP-Data 170 print-srv
21 FTP 175 vmnet

23 telnet 400 vmnetO

25 SMTP 512 exec

37 time 513 login

42 name 514 shell

43 whols 515 printer

53 domain 520 efs

57 mtp 526 tempo

77 re 530 courier

79 finger 531 conference
80 http 532 netnews
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87 link 540 uucp

95 supdup 543 klogin

101 hostnames 544 kshell

102 iSo-tsap 556 remotefs
103 dictionary 600 garcon

104 X400-sd 601 maitrd
105 csnet-ns 602 busboy
109 pop/2 750 kerberos
110 pop3 751 kerberos mast
111 portmap 754 krb_prop
113 auth 888 erlogin
Table 4.2 Well-Known UDP Ports and Services

PORT NUMBER UDP SERVICE PORT NUMBER UDP SERVICE
7 echo 514 syslog

9 discard 515 printer

13 daytime 517 talk

17 gotd 518 ntalk

19 chargen 520 route

37 time 525 timed

39 rp 531 rvd-control
42 name 533 netwall

43 whols 550 new-rwho
53 dns 560 rmonitor
67 bootp 561 monitor

69 tftp 700 acctmaster
111 portmap 701 acctdave
123 ntp 702 acct

137 nbname 703 acctlogin
138 nbdatagram 704 acctprimter
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153 sgmp 705 acctinfo

161 snmp 706 acctdave?
162 snmp-trap 707 acctdisk

315 load 750 kerberos

500 sytek 751 kerberos_mast
512 biff 752 passwd_server
513 who 753 userreg_serve
Port: 7

Service: echo

Hacker’s Strategy: This port is associated with a module in communications or a signal transmitted
(echoed) back to the sender that is distinct from the origina signal. Echoing a message back to the
main computer can help test network connections. The primary message-generation utility executed
is termed PING, which is an acronym for Packet Internet Groper. The crucia issue with port 7's
echo service pertains to systems that attempt to process oversized packets. One variation of a
susceptible echo overload is performed by sending a fragmented packet larger than 65,536 bytes in
length, causing the system to process the packet incorrectly, resulting in a potential system halt or
reboot. This problem is commonly referred to as the ‘*Ping of Death” attack. Another common
deviant to port 7 is known as “Ping Flooding.” It, too, takes advantage of the computer's
responsiveness, using a continual bombardment of pings or ICMP Echo Requests to overload and
congest system resources and network segments. (Later in the book, we will cover these techniques
and associated software in detail.) Anillustration of an ICMP Echo Request is shown in Figure 4.1.

Chzping TigerTools net
Pinging TigerTools net [207.155.252.91] with 32 bytes of data:

Reply from 207.155.252.9: byles=32 lime=176ms TTL=245
Reply from 207 .155.252.9: bytes=32 time=176ms TTL=245
Reply from 207.155.252.9: byles=32 time=176ms TTL=245
Reply from 207.155.252.9: byles=32 time=176ms TTL=245

Ping statistics for 207.155.252.9:

Packels: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in mill-seconds:

Minirmum = 113ms, Maximum = 178ms, Average = 135ms

Figure4.1 ICMP Echo Request.
Port: 11

Service: systat
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Hacker’s Strategy: This service was designed to display the status of a machine's current operating
processes. Essentialy, the daemon associated with this service bestows insight into what types of
software are currently running, and gives an idea of who the users on the target host are.

Port: 15

Service: netstat

Hacker's Strategy: Similar in operation to port 11, this service was designed to display the
machin€e’s active network connections and other useful informa tion about the network’s subsystem,
such as protocols, addresses, connected sockets, and MTU sizes. Common output from a standard
Windows system would display what is shown in Figure 4.2.

Proto Local Address Foreign Address State

TCP pawlion:135 PANILIONO LISTENING
TCP  pawlion:1025 PANILIONO LISTENING
TCP  pawlion:1035 PANVILIOND LISTENING
TCP  pavilion:1074 PAVILIONO LISTENING
TCP  pawlion:138 PANILIOND LISTENING
TCP  pavlion:nbsession PANILIOND LISTENING
TCF  pawlion:137 PaMILIOND LISTENING
TCP  pawlion:138 PANVILIOND LISTENING
TCP pavlion:nbsession PANILION:D LISTENING
TCF  pawlion:137 PAMILICNO LISTENING
TCP  pavilion:138 PAVILIONO LISTENING
TCP pavlion:nbsession PAVILIOND LISTENING
TCP  pawlion:1035 -

TCP  pawlion:1074 e

TCP  pavilion:nbname -

TCP  pavlion:nbdatagram .

TCP  pavilion:nbname =

TCP  pavilion:nbdatagram -

TCP  pavilion:nbname "_"

TCP  pawvilion:nbdatagram =

Figure4.2 Netstat output from a standard Windows system.
Port: 19
Service: chargen

Hacker’s Strategy: Port 19, and chargen, its corresponding service daemon, seem harmless enough.
The fundamental operation of this service can be easily deduced from its role as a character stream
generator. Unfortunately, this service is vulnerable to atelnet connection that can generate a string of
characters with the output redirected to a telnet connection to, for example, port 53 (domain name
service (DNYS)). In this example, the flood of characters causes an access violation fault in the DNS
service, which is then terminated, which, as a result, disrupts name resolution services.

Port: 20, 21
Service: FTP-data, FTP respectively

Hacker’s Strategy: The services inherent to ports 20 and 21 provide operability for the File Transfer
Protocol (FTP). For a file to be stored on or be received from an FTP server, a separate data
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connection must be utilized simultaneously. This data connection is normally initiated through port
20 FTP-data. In standard operating procedures, the file transfer control terms are mandated through
port 21. This port is commonly known as the control connection, and is basically used for sending
commands and receiving the coupled replies. Attributes associated with FTP include the capability to
copy, change, and delete files and directories. Chapter 5 covers vulnerability exploit techniques and
stealth software that are used to covertly control system files and directories.

Port: 23
Service: telnet

Hacker’s Strategy: The service that corresponds with port 23 is commonly known as the Internet
standard protocol for remote login. Running on top of TCP/IP, telnet acts as a terminal emulator for
renote login sessions. Depending on preconfigured security settings, this daemon can and does
typically alow for some way of controlling accessibility to an operating system. Uploading specific
hacking script entries to certain Telnet variants can cause buffer overflows, and, in some cases,
render administrative or root access. An example includes the TigerBreach Penetrator (illustrated in
Figure 4.3) that is part of TigerSuite, which is included on the CD bundled with this book and is
more fully introduced in Chapter 12.

Port: 25

Service: SMTP

Hacker's Strategy: The Simple Mail Transfer Protocol (SMTP) is most commonly used by the
Internet to define how email is transferred. SMTP daemons listen for incoming mail on port 25 by
default, and then copy messages into appropriate mailboxes. If a message cannot be delivered, an
error report containing the first part of the undeliverable message is returned to the sender. After
establishing the TCP connection to port 25, the sending machine, operating as the client, waits for
the recelving machine, operating as the server, to send a line of text giving its identity and telling
whether it is prepared to receive mail. Checksums are not generally needed due to TCP's reliable
byte stream (as covered in previous chapters). When all the email has been exchanged, the
connection is released. The most common vulnerabilities related with SMTP include mail bombing,
mail spamming, and numerous denial of service (DoS) attacks. These exploits are described in detail
later in the book.
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Figure 4.3 The TigerBreach Penetrator in action.
Port: 43
Service: Whois

Hacker's Strategy: The Whois service (http:/rs.internic.net/whoishtml) is a TCP port 43
transaction-based query/response daemon, running on a few specific central machines. It provides
networkwide directory services to local and/or Internet users. Many sites maintain local Whois
directory servers with information about individuals, departments, and services at that specific
domain. This service is an element in one the core steps of the discovery phase of a security analysis,
and is performed by hackers, crackers, phreaks, and cyberpunks, as well as tiger teams. The most
popular Whois databases can be queried from the InterNIC, as shown in Figure 4.4.

InterNIC A
Home Registrars ; _ FAQ Whoi

Registry Whois Search

Registry Whois:
& Domain (e< intermic.net)
T Registrar (ex. ABC Regisirar, Inc)
" Nameserver (ax, NS NETSOL COM or 102 41.0.168)

Submit |

Mote that the results of a successful search will contain only technical information aboul the
ragistered domain name and referral information for the registrar of the domain name. In the
Shared Hegistration Systern model, registrars are responsible for maintaining Whois
domain name contact information. Please refer to the registrar's Whois service for additional

infarmation.

Figure 4.4 The most popular Whois database can be queried.
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Port: 53
Service: domain

Hacker’'s Strategy: A domain name is a character-based handle that identifies one or more IP
addresses. This service exists smply because aphabetic domain names are easier to remember than
IP addresses. The domain name service (DNS) trandates these domain names back into their
respective |P addresses. As explained in previous chapters, datagrams that travel through the Internet
use addresses, therefore every time a domain name is specified, a DNS service daemon must
trandate the name into the corresponding IP address. Basicaly, by entering a domain name into a
browser, say, TigerTools.net, a DNS server maps this alphabetic domain name into an IP address,
which is where the user is forwarded to view the Web site. Recently, there has been extensive
investigation into DNS spoofing. Spoofing DNS caching servers give the attacker the means to
forward visitors to some location other than the intended Web site. Another popular attack on DNS
server daemons derives from DoS overflows, rendering the resources inoperable. An illustration of a
standard DNS query is shown in Figure 4.5.

Figure4.5 Output from a standard DNS query.

Port: 67

Service: bootp

Hacker’s Strategy: The bootp Internet protocol enables a diskless workstation to discover its own
IP address. This process is controlled by the bootp server on the network in response to the
workstation’s hardware or MAC address. The primary weakness of bootp has to do with a kernel
module that is prone to buffer overflow attacks, causing the system to crash. Although most
occurrences have been reported as local or interna attempts, many older systems still in operation
and accessible from the Internet remain vulnerable.

Port: 69
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Service: tftp

Hacker’'s Strategy: Often used to load Internetworking Operating Systems (IOS) into various
routers and switches, port 69 Trivial File Transfer Protocol (tftp) services operate as a less
complicated form of FTP. In a nutshell, tftp is a very simple protocol used to transfer files. tftp is
also designed to fit into read-only memory, and is used during the bootstrap process of diskless
systems. tftp packets have no provision for authentication; because tftp was designed for use during
the bootstrap process, it was impossible to provide a username and password. With these glitches in
numerous variations of daemons, simple techniques have made it possible for anyone on the Internet
to retrieve copies of world-readable files, such as /etc/passwd (password files), for decryption.

Figure 4.6 Output from a successful finger query.
Port: 79
Service: finger

Hacker’s Strategy: When an email account is “fingered,” it returns useful discovery information
about that account. Although the information returned varies from daemon to daemon and account to
account, on some systems, finger reports whether the user is currently in session. Other systems
return information including the user’'s full name, address, and/or telephone number. The finger
process is relatively simple: A finger client issues an active open to this port, and sends a one-line
guery with login data. The server processes the query, returns the output, and closes the connection.
The output received from port 79 is considered highly sensitive, asit can reveal detailed information
on users. Sample output from the Discovery: finger phase of an analysis is shown in Figure 4.6. The
actual datais masked for user anonymity.

Port: 80
Service: http

Hacker’'s Strategy: An acronym for the Hypertext Transfer Protocol, HTTP is the underlying
protocol for the Internet’s World Wide Web. The protocol defines how messages are formatted and
transmitted, and operates as a stateless protocol because each command is executed independently,
without any knowledge of the previous commands. The best example of this daemon in action occurs
when a Web site address (URL) is entered in a browser. Underneath, this actually sends an HTTP
command to a Web server, directing it to serve or transmit the requested Web page to the Web
browser. The primary vulnerability with specific variations of this daemon is the Web page hack. An

80



example from the infamous hacker Web site, www.2600.com/hacked pages, shows the “hacked”
United States Army home page (see Figure 4.7).

Port: 109, 110
Service: pop2, pop3, respectively

Hacker’'s Strategy: The Post Office Protocol (POP) is used to retrieve email from a mail server
daemon. Historically, there are two well-known versions of POP: the first POP2 (from the 1980s)
and the more recent, POP3. The primary difference between these two flavors is that POP2 requires
an SMTP server daemon, whereas POP3 can be used unaccompanied. POP is based on client/server
topology in which email is received and held by the mail server until the client software logs in and
extracts the messages. Most Web browsers have integrated the POP3 protocol in their software
design, such as in Netscape and Microsoft browsers. Glitches in POP design integration have
allowed remote attackers to log in, as well as to direct telnet (via port 110) into these daemons
operating systems even after the particular POP3 account password has been modified. Another
common vulnerability opens during the Discovery phase of a hacking analysis, by direct telnet to
port 110 of atarget mail system, to reveal critical information, as shownin Figure 4.8.

Port: 111, 135
Service: portmap, loc-serv, respectively

Hacker’s Strategy: The portmap daemon converts RPC program numbers into port numbers. When
an RPC sarver starts up, it registers with the portmap daemon. The server tells the daemon to which
port number it is listening and which RPC program numbers it serves. Therefore, the portmap
daemon knows the location of every registered port on the host, as well as which programs are
available on each of these ports. Loc-serv is NT's RPC service. Without filtering portmap, if an
intruder uses specific parameters and provides the address of the client, he or she will get its NIS
domain name back. Basicaly, if an attacker knows the NIS domain name, it may be possible to get a
copy of the password file.
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Figure4.7 The “hacked’’ United States Army home page.
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Figure 4.8 Telnetting can reveal critical system discovery information.

82



Cl>netstat —a

Active Connections
Proto  Local Address Foreign Address State
TCP pavilion: 1026 PAVILION.O LISTEMING
TEP pavilion:3703 PAVILION.O LISTEMING
TCP pavilion: 3707 PAVILION:O LISTEMING
TCP pavilion: 3724 PAVILION:O LISTEMING
TCP pavlion 3725 PAYILION.O LISTEMING
TCP pavilion: 4080 PAVILION:O LISTENING
TCP  pavlionpop3 PAVILIONO LISTENING
TCP  pavlionnbsession PAVILION:O LISTENING

Figure4.9 Sample output from the netstat -a command.
Port: 137, 138, 139
Service: nbname, nbdatagram, nbsession, respectively

Hacker's Strategy: Port 137 nbname is used as an dternative name resolution to DNS, and is
sometimes called WINS or the NeBIOS name service. Nodes running the NetBIOS protocol over
TCP/IP use UDP packets sent from and to UDP port 137 for name resolution. The vulnerability of
this protocol is attributed to its lack of authentication. Any machine can respond to broadcast queries
for any name for which it sees queries, even spoofing, by beating legitimate name holders to the
response. Basically, nbname is used for broadcast resolution, nbdatagram interacts with similar
broadcast discovery of other NBT information, and nbsession is where al the point-to-point
communication occurs. A sample netstat —a command execution on a Windows station (see Figure
4.9) would confirm these activities and revea potential Trojan infection as well.

Port: 144
Service: news

Hacker’s Strategy: Port 144 is the Network-extensible Window System (news), which, in essence,
isan old PostScript-based window system developed by Sun Microsystems. It's a multithreaded
PostScript interpreter with extensions for drawing on the screen and handling input events, including
an object-oriented programming element. As there are limitations in the development of a standard
windows system for UNIX, the word from the Under ground indicates that hackers are currently
working on exploiting fundamental flaws of this service.

Port: 161, 162
Service: snmp, snmp-trap, respectively

Hacker’s Strategy: In anutshell, the Simple Network Management Protocol (snmp) directs network
device management and monitoring. snmp operation consists of messages, called protocol data units
(PDUs), that are sent to different parts of a network. snmp devices are caled agents These
components store information about themselves in management information bases (MIBs) and return
this data to the snmp requesters. UDP port 162 is specified as the port rotification receivers should
listen to for snmp notification messages. For al intents and purposes, this port is used to send and
receive snmp event reports. The interactive communication governed by these ports makes them
juicy targets for probing and reconfiguration.

Port: 512
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Service: exec

Hacker’s Strategy: Port 512 exec is used by rexec() for remote process execution. When this port is
active, or listening, more often than not the remote execution server is configured to start
automatically. As a rule, this suggests that X-Windows is currently running. Without appropriate
protection, window displays can be captured or watched, and user keystrokes can be stolen and
programs remotely executed. As a side note, if the target is running this service daemon, and accepts
telnets to port 6000, the ingredients are present for a DoS attack, with intent to freeze the system.

Port: 513, 514
Service: login, shell, respectively

Hacker’s Strategy: These ports are considered “privileged,” and as such have become a target for
address spoofing attacks on numerous UNIX flavors. Port 514 is also used by rsh, acting as an
interactive shell without any logging. Together, these services substantiate the presence of an active
X-Windows daemon, as just described. Using traditiorel methods, a ssimple telnet could verify
connection establishment, as in the attempt shown in Figure 4.10. The actua data is masked for
target anonymity.

Trying K00 KR KKK
Connected to 300 W 00 W

Escape character is "]

Figure4.10 Successful verification of open ports with telnet.

Port: 514

Service: syslog

Hacker’s Strategy: As part of the interna logging system, port 514 (remote accessibility through
front-end protection barriers) is an open invitation to various types of DoS attacks. An effortless
UDP scanning module could validate the potential vulnerability of this port.

Port: 517, 518

Service: tak, ntalk, respectively

Hacker’s Strategy: Talk daemons are interactive communication programs that abide to both the
old and new talk protocols (ports 517 and 518) that support real-time text conversations with another
UNIX station. The daemons typically consist of a talk client and server, and for all practical
purposes, can be active together on the same system. In most cases, new talk daemons that initiate
from port 518 are not backward-compatible with the older versions. Although this seems harmless,
many times it's not. Aside from the obvious—knowing that this connection establishment sets up a
TCP connection via random ports—exposes these services to a number of remote attacks.

Port: 520

Service: route
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Hacker’s Strategy: A routing process, termed dynamic routing occurs when routers talk to adjacent
or neighboring routers, informing one another of which networks each router currently is acquainted
with. These routers communicate using a routing protocol whose service derives from a routing
daemon. Depending on the protocol, updates passed back and forth from router to router are initiated
from specific ports. Probably the most popular routing protocol, Routing Information Protocol (RIP),
communicates from UDP port 520. Many proprietary routing daemons have inherited
communications from this port as well. To aid in target discovery, trickling critical topology
information can be easily captured with virtually any sniffer.

Port: 540

Service: uucp

Hacker’'s Strategy: UNIX-to-UNIX Copy Protocol (UUCP) involves a suite of UNIX programs
used for transferring files between different UNIX systems, but more importantly, for transmitting
commands to be executed on another system. Although UUCP has been superseded by other
protocols, such as FTP and SMTP, many systems still allocate active UUCP services in day-to-day
system management. In numerous UNIX flavors of various service daemons, vulnerabilities exist
that allow controlled users to upgrade UUCP privileges.

Port: 543, 544, 750

Service: klogin, kshell, kerberos

Hacker’s Strategy: The services initiated by these ports represent an authentication system called
Kerberos. The principal idea behind this service pertains to enabling two parties to exchange private
information across an open or insecure network path. Essentially, this method works by assigning
unique keys or tickets to each user. The ticket is then embedded in messages for identification and
authentication. Without the necessary filtration techniques throughout the network span, these ports
are vulnerable to severa remote attacks, including buffer overflows, spoofs, masked sessions, and
ticket hij acking.

Unidentified Ports and Services

Penetration hacking programs are typically designed to deliberately integrate a backdoor, or hole, in
the security of a system. Although the intentions of these service daemons are not always menacing,
attackers can and do manipulate these programs for malicious purposes. The software outlined in this
section is classified into three interrelated categories: viruses, worms and Trojan horses. They are
defined briefly in turn here and discussed more fully later in the book.

A virusis acomputer program that makes copies of itself by using, and therefore requiring, a
host program.

A worm does not require a host, as it is sdlf-preserved. The worm compiles and distributes
complete copies of itself upon infection at some predetermined high rate.

A Trojan horse, or just Trojan, is a program that contains destructive code that appears as a
normal, useful program, such as a network utility.

s, Most of the daemons described in this section are available on this book’s CD or
Hol\é‘.i' = through the Tiger Tools Repository of underground links and resour ces, also found
on theCD.
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The following ports and connected services, typically unnoticed by target victims, are most
commonly implemented during penetration hack attacks. Let's explore these penetrators by active
port, service or software daemon, and hacker implementation strategy:

Port: 21, 5400-5402

Service: Back Conrstruction, Blade Runner, Fore, FTP Trojan, Invisible FTP, Larva, WebEX,
WinCrash

Hacker’s Strategy: These programs (illustrated in Figure 4.11) share port 21, and typically model
malicious variations of the FTP, primarily to enable unseen file upload and download functionality.
Some of these programs include both client and server modules, and most associate themselves with
particular Registry keys. For example, common variations of Blade Runner install under:

Port: 23

Service: Tiny Telnet Server (TTS)

Hacker’'s Strategy: TTSis atermina emulation program that runs on an infected system in stealth
mode. The daemon accepts standard telnet connectivity, thus allowing command execution, as if the
command had been entered directly on the station itself. The associated command entries derive
from privileged or administrative accessibility. The program is installed with migration to the
following file: c:\windows\Windll.exe. The current associated Registry key can be found under:

Web Ex 3.7 | msg | picture | starton | pun |
Connect Kill Abort hﬂﬁ*ﬂjl_l_“; I __ET“;"_’ F 5;‘_"'_-6':51 _5‘-"*‘-*_[
BackConstiuction 2.1 I Chat I
| S¢reen I
f#_lnplper i
_FPon |
' FP ot |
. Mouse |

| ICQ uin

' CdOpen

Lol el ol o w2

Figure4.11 Back Construction, Blade Runner, and WebEx Trojans.
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Port: 25, 110

Service: Ajan, Antigen, Email Password Sender, Haebu Coceda, Happy 99, Kuang2, ProMail
Trojan, Shtrilitz, Stealth, Tapiras, Terminator, WinPC, WinSpy

Hacker’'s Strategy: Masquerading as a fireworks display or joke, these daemons arm an attacker
with system passwords, mail spamming, key logging, DoS control, and remote or local backdoor
entry. Each program has evolved using numerous filenames, memory address space, and Registry
keys. Fortunately, the only common constant remains the attempt to control TCP port 25.

Port: 31, 456, 3129, 40421-40426
Service: Agent 31, Hackers Paradise, Masters Paradise

Hacker’'s Strategy: The malicious software typicaly utilizing port 31 encompasses remote
administration, such as application redirect and file and Registry management and manipulation (
Figure 4.12 is an example of remote system administration with target service browsing). Once under
malevolent control, these situations can prove to be unrecoverable.

Bl Language [nfo

D QA Y m|

Mad to Daniel  Refresh List  Mark Window  Connected

[138) - Bultons |  Tesffields
(276) [TGeneid | Windows
[2828) o
F-STOPw Enabled [272]
[(2332) Class: ||r32?53

# [296) Test |
1321

(2480) Lefttop:  [223 k[0

+ Info [2852) . i |
5 Downloading.. (2508) | el
Browse (2488) i Funclions
Patameters [304] —
+ Exploring (332) - e
RAS [476]
visible enabled

J Connect to ather PC... [480) | _’:J
4 [ ]

Not connected

——,

Figure4.12 Falling victim to port 31 control can be detrimental.

Port: 41, 999, 2140, 3150, 6670-6771, 60000

Service: Deep Throat

Hacker’s Strategy: This daemon (shown in Figure 4.13) has many features, including a stealth FTP
file server for file upload, download, and deletion. Other options allow a remote attacker to capture
and view the screen, steal passwords, open Web browsers, reboot, and even control other running
programs and processes.

Port: 59
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Service: DM Setup

Hacker’'s Strategy: DMSetup was designed to affect the mIRC Chat client by anonymous
distribution. Once executed, DM Setup is installed in several locations, causing havoc on startup files,
and ultimately corrupting the mIRC settings. As a result, the program will effectively passitself on to
any user communicating with the infected target.

'@ DatkLIGHT Corp's - Deep Thioat Remote I Ed

I}((r TI‘IROAT KEMOTS

o st 1o 12700 ENUSOONY PO 127001

T-'---|- t ICormT 1r|i ant T

""I_:’ & Tash by |-f,!:.;_|- ; '_...r To 137 6 1 Ekar Sﬂﬂ En&m

Open/Close (D ROM
Refoit
Fide/ Show San Bar
ST/ Sop FIP Servey
Capore Screen
_ Steal Paswords
Dar kLIGAT Cor [] : Turn Monitor Off/On

Hoa Siem [nfe

DarklIGHT Corp.
ARO0T Mo | Swmnbog | Smenlmis | SendToGEL
brog To Spn ey [ RRl  [fic-/thesst tues sxze s com

Sending Dala

About Deep Throat

Figure 4.13 Deep Throat Remote control panel.

Port: 79, 5321

Service: Firehotker

Hacker’s Strategy: This program is an alias for Firehotker Backdoorz. The software is supposed to
implement itself as a remote control administration backdoor, but is known to be unstable in design.
More often than not, the daemon simply utilizes resources, causing internal congestion. Currently,
there is no Registry manipulation, only the file server.exe.

Port: 80

Service: Executor

Hacker’s Strategy: This is an extremely dangerous remote command executer, mainly intended to

destroy system files and settings (see Figure 4.14). The daemon is commonly installed with the file,
sexec.exe, under the following Registry key:
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Figure 4.14 The Executor is always ready to destroy system files.
Port: 113
Service: Kazimas

Hacker’s Strategy: This is an IRC worm that spreads itself on mIRC channels. It appears as a
milbug_a.exe file, approximately 10 KB in size, and copies itself into the following directories:

C\WINDOWSKAZIMAS.EXE
C\WINDOWS\SY STEM \PSY S.EXE
CANICQPATCH.EXE
C\MIRC\NUKER.EXE
C\MIRC\DOWNLOAD\MIRC60.EXE
C:\MIRC\LOGS\LOGGING.EXE
C\MIRC\SOUNDS\PLAY ER.EXE
C\GAMES\SPIDER.EXE
C\WINDOWS\FREEMEM.EXE

The program was designed to corrupt mIRC settings and to pass itself on to any user communicating
with an infected target.
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: Happy New Year 1999 11 E

Figure4.15 The Happy 99 fireworks masquerade.

Port: 119

Service: Happy 99

Hacker’s Strategy: Distributed primarily throughout corporate America, this program masguerades
as anice fireworks display (see Figure 4.15), but in the background, this daemon variation arms an
attacker with system passwords, mail spamming, key logging, DoS control, and backdoor entry.

Port: 121

Service: JammerKillah

Hacker’s Strategy: JammerKillah is a Trojan developed and compiled to kill the Jammer program.
Upon execution, the daemon auto-detects Back Orifice and NetBus, then drops a Back Orifice
server.

Port: 531, 1045

Service: Rasmin

Hacker’s Strategy: This virus was developed in Visual C++, and uses TCP port 531 (normally used
as a conference port). Rumors say that the daemon is intended for a specific action, remaining

dormant until it receives a command from its ‘‘master.” Research indictates that the program has
been concealed under the following filenames:
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RASMIN.EXE
WSPOOL.EXE
WINSRVC.EXE
INIPX.EXE
UPGRADE.EXE

Port: 555, 9989
Service: Ini-Killer, NeTAdmin, phAse Zero (shown in Figure 4.16), Stealth Spy
Hacker’s Strategy: Aside from providing spy features and file transfer, the most important purpose

of these Trojans is to destroy the target system. The only safeguard is that these daemons can infect a
system only upon execution of setup programs that need to be run on the host.

= phAse zero  win32 client - version 1.0 © 1998 Njord of KiDme Corp.

,gRGMEqHDO

£

"fbHAs*g_
U l ZERD

L © 1558 Njord of Krlme Corp |

Figure4.16 Some of the features of the Trojan phAse Zero.
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Figure4.17 Satanz Backdoor front end.
Port: 666

Service: Attack FTP, Back Construction, Cain & Abel, Satanz Backdoor (front end shown in Figure
4.17), ServeU, Shadow Phyre

Hacker’'s Strategy: Attack FTP simply installs a steath FTP server for full-permission file
upload/download at port 666. For Back Construction details, see the Hacker’s Strategy for port 21.
Cain was written to steal passwords, while Abel is the remote server used for stealth file transfer. To
date, this daemon has not been known to self-replicate. Satanz Backdoor, ServeU, and Shadow Phyre
have become infamous for nasty hidden remote-access daemons thet require very few system
resources.

Port: 999
Service: WinSatan

Hacker’s Strategy: WinSatan is another daemon that connects to various IRC servers, where the
connection remains even when the program is closed.

92



v SE Silencer

fle: Joo: Commards Help
el User Name x|

Enter 'victims' IC0 Usar Name:
|nmnﬂ |

{EatcE] I [FEHE ]

&L Password Yernification
Evter our passwor for verfcaion
User: 00000

Passward |
[T Save pazsword

rﬁmnuutnd

Figure4.18 Silencer was coded for remote resource control.

With some minor investigation, this program will remain running in the background without a trace
on the task manager or as current processes. It seems the software’ s only objective is to spread itself,
causing internal congestion and mayhem.

Port: 1001
Service: Silencer, WebEx

Hacker’'s Strategy: For WebEx details, see the Hacker's Strategy documentation for port 21.
Silencer is primarily for resource control, as it has very few features (see Figure 4.18).

Port: 1010-1015
Service: Doly Trojan

Hacker’s Strategy: This Trojan is notorious for gaining complete target remote control (see Figure
4.19), and is therefore an extremely dangerous daemon. The software has been reported to use
several different ports, and rumors indicate that the filename can be modified. Current Registry keys
include the following:

HKEY LOCAL_MACHI NE\ Sof t war e\ M cr osof t \ W ndows\ Current Versi on\ Run fo

:
file tesk. exe.
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Figure4.19 The Doly Trojan control option panel.
Port: 1024, 31338-31339
Service: NetSpy

Hacker's Strategy: NetSpy (Figure 4.20) is another daemon designed for internal technological
espionage. The software will alow an attacker to spy locally or remotely on 1 to 100 stations.
Remote control features have been added to execute commands, with the following results:

Shows alist of visible and invisible windows
Changes directories

Enables server control

Lists files and subdirectories

Provides system information gathering
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Figure4.20 The NetSpy client program.

I nitiates messaging

Hides the Start button

Hides the task bar

Displays an ASCII file

Executes any Windows or DOS command in stealth mode

Port: 1042

Service: BLA

Hacker’s Strategy: BLA is a remote control daemon with features that include sending ICMP
echoes, target system reboot, and direct messaging (see Figure 4.21). Currently, BLA has been
compiled to instantiate the following Registry keys:
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45 BLA TrDjAn [client) ver 1.00
File about

vl i

Hed Fred come back from hel -

Figure4.21 The BLA Trojan is used to wreak havoc on victims.

Port: 1170, 1509

Service: Psyber Stream Server, Streaming Audio Trojan

Hacker’'s Strategy: These daemons were designed for a unique particular purpose: to send
streaming audio to the victim. An attacker with a successful implementation and connection can,
essentially, say or play anything through the target’ s speakers.

Port: 1234

Service: Ultors Trojan

Hacker’s Strategy: Ultors & another telnet daemon designed to remotely execute programs and
shell commands, to control running processes, and to reboot or halt the target system. Over time,

features have been added that give the attacker the ability to send messages and display common
error notices.
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Figure4.22 The SubSevenApocalypse.

Port: 1243, 6776

Service: BackDoor-G, SubSeven, SubSevenApocalypse

Hacker's Strategy: These are all variations of the infamous Sub7 backdoor daemon, shown in
Figure 4.22. Upon infection, they give unlimited access of the target system over the Internet to the
attacker running the client software. They have many features. The installation program has been
spoofed as jokes and utilities, primarily as an executable email attachment. The software generally
consists of the following files, whose names can also be modified:

Port: 1245

Service: VooDoo Doll

Hacker’s Strategy: The daemon associated with port 1245 is known as VooDoo Dall. This program
is a feature compilation of limited remote control predecessors, with the intent to cause havoc (see

Figure 4.23). The word from the Underground is that malicious groups have been distributing this
Trojan with destructive companion programs, which, upon execution from VooDoo
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Figure 4.23 The VooDoo Doll feature set.

Doll, have been known to wipe—that is, copy over the target files numerous times, thus making
them unrecoverable—entire hard disks, and in some cases corrupt operating system program files,

Port: 1492
Service: FTPO9CMP

Hacker’s Strategy: FTP99cmp is another simple remote FTP server daemon that uses the following
Registry key:

Port: 1600
Service: Shivka-Burka

Hacker’s Strategy: This remote-control Trojan provides simple features, such as file transfer and
control, and therefore has been sparsely distributed.

Currently, this daemon does not utilize the system Registry, but is notorious for favoring port 1600.
Port: 1981

Service: Shockrave

Hacker’s Strategy: This remote-control daemon is another uncommon telnet stealth suite with only

one known compilation that mandates port 1981. During configuration, the following Registry entry
is utilized:
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HKEY LOCAL_MACHI NE\ Sof t war e\ M cr osof t \ W ndows\ Cur r ent Ver si on
\ RunServi ces — Networ kPopup

Port: 1999

Service: BackDoor

Hacker’s Strategy: Among the first of the remote backdoor Trojans, BackDoor (shown in Figure
4.24) has aworldwide distribution. Although developed in Visual Basic, this daemon has feature-rich
control modules, including:

:0 BackDoor 2.03 M= E3 I

& Connect
Discornect
iy

| Host verzion 2.03 | Connected

Figure 4.24 BackDoor is one of the first remote Trojans.

CD-ROM control
CTRL-ALT-DEL and CTRL-ESC control

Messaging

Chat

Task viewing

File management
Windows controls
Mouse freeze

During configuration, the following Registry entry is utilized:

KEY_ LOCAL_MACHI NE\ SOFTWARE\ M cr osof t\ W ndows\ Cur r ent Ver si on\ Run\ —
not pa

Port: 1999-2005, 9878
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Service: Transmission Scout

Hacker’s Strategy: A German remote-control Trojan, Transmission Scout includes numerous nasty
features. During configuration, the following Registry entry is utilized:

Although this program is sparsely distributed, it has been updated to accommodate the following
controls:

Target shutdown and reboot
System and drive information retrieval
|ICQ/email aert

Password retrieval

Audio control

Mouse control

Task bar control

File management

Window control

Messaging

Registry editor

Junk desktop

Screenshot dump

Port: 2001
Service: Trojan Cow

Hacker’'s Strategy: Trojan Cow is another remote backdoor Trojan, with many new features,
including:

Open/close CD

Monitor off/on
Remove/restore desktop icons
Remove/restore Start button
Remove/restore Start bar
Remove/restore system tray
Removelrestore clock
Swap/restore mouse buttons
Change background

Trap mouse in corner
Delete files

Run programs

Run programsinvisibly

Shut down victims' PC
Reboot victims PC

Log off windows

Power off

During configuration, the following Registry entry is utilized:
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Port: 2023
Service: Ripper
Hacker’s Strategy: Ripper is an older remote key-logging Trojan, designed to record keystrokes.

Generdly, the intent is to copy passwords, login names, and so on. Ripper has been downgraded as
having limited threat potential due to its inability to restart after a shutdown or station reboot.

Enr'bexm] f-'a.rcwivos] ngm] Flegisllo] Localizar DDE |
Service: | T opic: [mnnect 11 Item: I ﬂ

[ Poke Request

Data; |

Poke Request |

Figure4.25 The Bugs graphical user interface.

Port: 2115

Service: Bugs

Hacker’s Strategy: This daemon (shown in Figure 4.25) is another simple remote-access program,

with features including file management and window control via limited GUI. During configuration,
the following Registry entry is utilized:

Port: 2140, 3150

Service: The Invasor

Hacker’s Strategy: The Invasor is another smple remote-access program, with features including
password retrieval, messaging, sound control, formatting, and screen capture (see Figure 4.26).

Port: 2155, 5512

Service: Illusion Mailer
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Hacker’s Strategy: Illusion Mailer is an email spammer that enables the attacker to masquerade as
the victim and send mail from a target station. The email header will contain the target IP address, as
opposed to the address of

Ip to ping

Open CD Rom
| MsgBox |

ICO password

Figure4.26 The Invasor feature set.

the attacker, who is actually sending the message. During configuration, the following Registry entry
is utilized:

Port: 2565

Service: Striker

Hacker’s Strategy: Upon execution, the objective of this Trojan is to destroy Windows. Fortunately,
the daemon does not stay resident after a target system restart, and therefore has been downgraded to
minimal alert status.
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L WinCrash - Server Administiation Tool

Figure 4.27 WinCrash tools.
Port: 2583, 3024, 4092, 5742
Service: WinCrash

Hacker’s Strategy: This backdoor Trojan lets an attacker gain full remote-access to the target
system. It has been updated to include flooding options, and now has a very high threat rating (see
Figure 4.27).

Port: 2600
Service: Digital RootBeer

Hacker’'s Strategy: This remote-access backdoor Trojan is another annoyance generator, with
features including:

Messaging
Monitor control
Window control
System freeze
Modem control
Chat

Audio control

During configuration, the following Registry entry is utilized:
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Port: 2801

Service: Phineas Phucker

Hacker’'s Strategy: This remote-access backdoor Trojan, shown in Figure 4.28, is yet another
annoyance generator, featuring browser, window, and audio control.

Port: 2989
Service: RAT
Hacker’'s Strategy: This is an extremely dangerous remote-access backdoor Trojan. RAT was

designed to destroy hard disk drives. During configuration, the following Registry entries are
utilized:

Port: 3459-3801
Service: Eclipse

Hacker’'s Strategy: This Trojan is essentially another stealth FTP daemon. Once executed, an
attacker has full-permission FTP access to al files, includ-

Page 131
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HTTP Disable -]
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Keylog begin

Keylog end

MM Caplure avi

MM Capture frame

MM Caplure screen

MM List caplure device

[ Loglofile: [logbd MM Play sound

New script., MNet connections :_l
Open Script: [default pp v Autovalue
Unused
Save as.. I
Unused
RUNIL | Valt: | |

Timeout [3000 3| Val2: | SEND EXIT

Figure 4.28 The Phineas Phucker Trojan.

ing file execution, deletion, reading, and writing. During configuration, the following Registry entry
is utilized:

Port: 3700, 9872-9875, 10067, 10167
Service: Portal of Doom

Hacker’'s Strategy: This is another popular remote-control Trojan whose features are shown in
Figure 4.29, and include:

CD-ROM control
Audio control

105



@ Portal of Doom v.3 HE E3 |

File Abowt Connection Host

Ip Address [127.0.0. <P <ShtDais
e e < Mo

Text 7o Send Mouse Position x.| Y: |

[ EEds  MoEMouss  <Sop Buttw
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Figure 4.29 Portal of Doom features.

File explorer
Task bar control
Desktop control

Key logger
Password retrieval
File management
Port: 4567
Service: File Nail

Hacker’'s Strategy: Another remote ICQ backdoor, File Nail wreaks havoc throughout 1CQ
communities (see Figure 4.30).

Port: 5000

Service: Bubbel

Hacker’s Strategy: Thisis yet another remote backdoor Trojan with the similar features as the new
Trojan Cow including:

Messaging
Monitor control
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'ath - | C:\program files\icqhicg. exe Nail

Figure 4.30 File Nail was coded to crash ICQ daemons.

Window control
System freeze
Modem control
Chat

Audio control
Key logging
Printing
Browser control

Port: 5001, 30303, 50505

Service: Sockets de Troie

Hacker’'s Strategy: The Sockets de Troie is a virus that spreads itself along with a remote
administration backdoor. Once executed the virus shows a smple DLL error as it copies itself to the
Windows\System\directory as MSCHV32.EXE and modifies the Windows registry. During
configuration, the following registry entries are typically utilized:
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System Start’s fIPp
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Connect '

Server runs on

' - port=5569
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above

Figure 4.31 Robo-Hack limited feature base.
Port: 5569

Service: Robo-Hack

Hacker’s Strategy: Robo-Hack is an older remote-access backdoor written in Visual Basic. The
daemon does not spread itself nor does it stay resident after system restart. The limited feature base,
depicted in Figure 4.31, includes:

System monitoring
Fileediting

System restart/shutdown
Messaging

Browser control
CD-ROM control
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Figure 4.32 ThetHing can upload and execute programs remotely.

Port: 6400

Service: ThetHing

Hacker’s Strategy: The tHing is a nasty little daemon designed to upload and execute programs
remotely (see Figure 4.32). This daemon’s claim to fame pertains to its ability to spread viruses and

other remote controllers. During configuration, the following registry entry is utilized:

Port: 6912
Service: Shit Heep

Hacker’s Strategy: Thisis afairly common Trojan that attempts to hide as your recycle bin. Upon
infection, the system Recycle Bin will be updated (see Figure 4.33). The limited feature modules
compiled with this Visual Basic daemon include:

Recycle Bin Update
Your tecycle bin has bean updated.

Figure 4.33 System message generated after being infected by Shit Heep.

Desktop control
Mouse control
Messaging
Window killer
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CD-ROM control
Port: 6969, 16969
Service: Priority

Hacker’s Strategy: Priority (illustrated in Figure 4.34) is a feature-rich Visual Basic remote control
daemon that includes:

CD-ROM control
Audio control

File explorer
Taskbar control
Desktop control
Key logger
Password retrieval
File management
Application control
Browser control

System shutdown/restart
Audio control
Port scanning
»» PRIORITY [Beta) HEER
File View Help
O D @ 1p: [ureen Ports [16363 P03y
P Teols |Q output | ) Fun | &} Fre | (M Log | “Status
Fi . Ping Pong: Disabled
Client Chat Task Manager Swapped Mouse: False
Locked Mouse: False
Server Chat ICQ PassJack Taskbar: Visible
Ctrl-Alt-Del: Enabled
Shutdewn Win PassJack
DiscoMEeT # of Clients
Scanner Cleaner
Close Server
www.hackcity.com
Client Status: Disconnected Date 4d/99 12:37 AM [EHsHnd ©1999 BadBeyKilla

Figure 4.34 The feature-rich capabilities of Priority.

Port: 6970

Service GateCrasher

Hacker’s Strategy: GateCrasher is another dangerous remote control daemon as it masquerades as a

Y2K fixer. The software contains amost every feature available in remote backdoor Trojans (see
Figure 4.35). During configuration, the following registry entry is utilized:
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Port: 7000
Service Remote Grab

Hacker's Strategy: This daemon acts as a screen grabber designed for remote spying. During
configuration, the following file is copied:

. GateCrasher v1.1 - KillBoy
Host: EYSFRRTIRTE] Port: [EE)
E=a

Hide/Show

Open/Start

aendSet

Figure 4.35 GateCrasher contains the most common backdoor features.

Port: 7789

Service: ICKiller

Hacker’s Strategy: This daemon was designed to deliver Internet account passwords to the attacker.
With a deceptive front-end, the program has swindled many novice hackers, masguerading as a
simple |CQ-bomber (see Figure 4.36).

Port: 9400

Service: InCommand
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Hacker’s Strategy: This daemon was designed after the original Sub7 series that includes a pre-
configurable server module.

+ icKiLLeR [0 meszages sent] - now idle

PORT (RUN A PORTSCANNER) El Twar P EESEEE
NUMBER o Nessades To SEvD (N UIN 1o sroor EEEENEEEN
MESSAGE TO SEND T MAXINUN 5 CHARACTERS

@ INFINITE DN Ao

a Cuisi 100 BOMB STOP

& Ranpon UIN Nuwses

Graphlx: Soul SpY - UIN: 2552998 - Mail: soulspy @cyberdude.com

Programmer: < | =-GraFFiTi-= [ >~ UIN; 2494286 - Mail: gdtah'.i_l'ln'ltms.ew.fm i

Figure4.36 ICKiller is apassword Stealer that masquerades as an ICQ Trojan.

Port: 10101

Service: BrainSpy

Hacker’s Strategy: This remote control Trojan has features similar to the most typical file-control

daemons; however, upon execution, the program has the ability to remove all virus scan files. During
configuration, the following registry entry is utilized:

Port: 10520
Service: Acid Shivers
Hacker’s Strategy: This remote control Trojan is based on the telnet service for command execution

and has the ability to send an email aert to the attacker when the target system is active (see Figure
4.37).

. +ACID Shivers Setup v.01 - by Toasty E |

SMTP Server : :

1 | Setver EXE
Mail To Addy Done

|

Figure 4.37 Acid Shivers can send aertsto the attacker.

112



Port: 10607
Service: Coma

Hacker’s Strategy: This is another remote control backdoor that was written in Visual Basic. The
limited features can be deduced from the following illustration, Figure 4.38.

(§1COMA - [COMA] HEE
) Fie Heb =18 x|
fi x| |1oeo7

Ip Address

Infa

Enof Connection is forcafully rejected

Figure 4.38 The limited features of Coma.

%5 Hack "39 KeyLogger

[127.0.0.1 [ Comneet || 0icconnecs |
e Hack
* MHormal ¥
* Real Time By: BadBoyHKilla

bbkvwsitusa.net

Get Heylog |

Figure 4.39 Hack '99 can send keystrokes in real-time.

Port: 12223
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Service: Hack '99 KeyL ogger

Hacker’s Srategy: This daemon acts as a standard key logger with one exception; it has the ability
to send the attacker the target system keystrokes in real-time (see Figure 4.39).

Port: 12345-12346

Service: NetBusg2/Pro

Hacker’s Strategy: The infamous remote administration and monitoring tool, NetBus, nhow owned
by UltraAccess.net currently includes telnet, http, and real-time chat with the server. For more
details, visit www.UltraAccess.net.

Port: 17300

Service: Kuang

Hacker’s Strategy: Thisis a Trojan/virus mutation of a ssmple password retriever via SMTP.
Port: 20000-20001

Service: Millennium

Hacker’s Strategy: Millennium is another very simple Visua Basic Trojan with remote control
features that have been recently updated to include:

CD-ROM control
Audio contral

File explorer
Taskbar control
Desktop control
Key logger
Password retrieval
File management
Application control
Browser control
System shutdown/restart
Audio control

Port scanning

During configuration, the following registry entry is utilized:

Port: 21544

Service: GirlFriend

Hacker’'s Strategy: This is another very common remote password retrieval Trojan. Recent
compilations include messaging and FTP file access. During configuration, the following registry
entry is utilized:
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Port: 22222, 33333
Service: Prosiak
Hacker’s Strategy: Again, another common remote control Trojan with standard features including:

CD-ROM control
Audio control
File explorer
Taskbar control

Desktop control

Key logger

Password retrieval

File management
Application control
Browser control

System shutdown/restart
Audio control

Port scanning

During configuration, the following registry entry is utilized:

Port: 30029
Service: AOL Trojan

Hacker’'s Strategy: Basicaly, the AOL Trojan infects DOS .EXE files. This Trojan can spread
through local LANs, WANS, the Internet, or through email. When the program is executed, it
immediately infects other programs.

Port: 30100-30102
Service: NetSphere

Hacker’s Strategy: Thisis apowerful and extremely dangerous remote control Trojan with features
such as:

Screen capture

Messaging
File explorer
Taskbar control

Desktop control

Chat
File management
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Application control

Mouse control

System shutdown/restart
Audio control

Complete system information

During configuration, the following registry entry is utilized:

Port: 1349, 31337-31338, 54320-54321

Service: Back Orifice

Hacker’s Strategy: This is the infamous and extremely dangerous Back Orifice daemon whose
worldwide distribution inspired the development of many Windows Trojans. What' s unique with this
software is its communication process with encrypted UDP packets as an alternative to TCP—this
makes it much more difficult to detect. What’s more, the daemon also supports plug-ins to include
many more features. During configuration, the following registry entry is utilized:

Port: 31785-31792
Service: Hack’a Tack
Hacker’s Strategy: This is yet another disreputable remote control daemon with wide distribution.

Asillustrated in Figure 4.40, Hack’ & Tack contains al the typical features. During configuration, the
following registry entry is utilized:

Port: 33911
Service: Spirit

Hacker’s Strategy: This well-known remote backdoor daemon includes a very unique destructive
feature, monitor burn. It constantly resets the
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Figure 4.40 Hack'a Tack features.

screen’s resolution and rumors indicate an update that changes the refresh rates as well. During
configuration, the following registry entry is utilized:

HKEY LOCAL_MACHI NE\ Sof t war e\ M cr osof t \ W ndows\ Cur r ent Ver si on
\RunServi ces — Systemlray = "c:\w ndows\ wi ndown. exe "

Port: 40412

Service: The Spy

Hacker’s Strategy: This daemon was designed as a limited key logger. The Spy only captures
keystrokes in real time and as such, does not save logged keys while offline. During configuration,

the following registry entry is utilized:

HKEY LOCAL_ MACHI NE\ Sof t war e\ M cr osof t \ W ndows\ Cur r ent Ver si on
\RunServi ces — systray

Port: 47262
Service: Delta Source
Hacker’s Strategy: This daemon was designed in Visual Basic and was inspired by Back Orifice.

As a result, Delta Source retains the same features as BO. During configuration, the following
registry entry is utilized:
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Port: 65000
Service: Devil

Hacker’'s Strategy: Devil is an older French Visua Basic remote control daemon that does not
remain active after atarget station restart. The limited feature base, as shown in Figure 4.41, consists
of messaging, system reboot, CD-ROM control, and an application killer.

% Devil 1.3 By JACK@$$ H[=] E3
File Dievil Protect  Uiiies
L) WEAPON
Poet © | Connect
Décornects MNoleFad Flood
Bomb
Reboot Yehe | Beep piaonlens
IC0 Killer
CD Rom
] Open Cloge
Alficher Gt

Figure4.41 The limited features of the Devil Trojan.

Armed and familiar with the liabilities pertaining to common and concealed system ports and
services, let’s move right into unraveling the secrets of security and hacking. The knowledge gained
from the next chapter and those to follow will become pertinent in building a solid security hacking
foundation, to aid in developing a superlative security intuition. Before we begin, it is important to
express the serious legal issues regarding techniques in this book. Without written consent from the
target company, most of these procedures are illegal in the United States and many other countries
also. Neither the author nor the publisher will be held accountable for the use or misuse of the
information contained in this book.

What’ s Next
The intention of this chapter was to establish a fundamental understanding of input/output computer
ports and their associated services. It is important to identify with the potential vulnerabilities of

these ports as we venture forth into the next chapter. At that juncture, we will learn how to scan
computers for any vulnerable ports and ascertain pre-hack attack information of a target network.
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CHAPTER

5

Discovery and Scanning Techniques

Today, a gateway is open to technological information and corporate espionage, causing growing
apprehension among enterprises worldwide. Hackers target network information using techniques
referred to collectively as discovery. That is the subject of the first part of this chapter. Discovery
techniques are closely related to scanning techniques, which is the topic of the second part of this
chapter. Scanning for exploitable security holes has been used for many years. The ideais to probe
as many ports as possible, and keep track of those receptive and at risk to a particular hack attack. A
scanner program reports these receptive listeners, analyzes weaknesses, then cross-references those
frailties with a database of known hack methods for further explication. The scanning section of this
chapter begins by defining scanning, then examines the scanning process, and lists several scanners
available for security analysis. Finaly, the section illustrates scanning functionality using a real-
world scenario.

Discovery
Online users, private and corporate alike, may desire anonymity as they surf the Web and connect to
wide area networks but having an anonymous existence online, though not impossible, is

technologically difficult to achieve. However, you can visit www.anonymizer.com for free
anonymous Web browsing (shown in Figure 5.1).
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& no one will be able to track your surfing.
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popup pages and banners from our sponsors will appear
from time to time. Some of these pages and banner
links open in pages that are not Anonymized.

In order to surf privately, quickly and without popups
or banner ads, sign up today for our subscription service,

SIGN UP!

chce here

If you aren't redirected wathin ten seconds, please click here to continue.

o | sl

Figure5.1 Anonymous Web browsing.

This section delves into the query processes used to discover and survey a target network, in
preparation for the section on vulnerability scanning and penetration attacking, using real world
illustrations.

Discovery is the first step in planning an attack on a local or remote network. A premeditated,
serious hack attempt will require some knowledge of the target network. A remote attack is defined
as an attack using a communication protocol over a communication medium, from outside the target
network. The following techniques will demonstrate the discovery preparation for a remote attack
over the Internet.

s The techniques described in this section can be performed in any order, usually
N = depending on current knowledge of thetarget network. The examplesthat follow are
based on a target company—euphemistically called XYZ, Inc. (the company’s actual

name, domain, and addr esses have been changed for its protection).

Whois Domain Search Query
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Finding a specific network on the Internet can be like finding the proverbial needle in a haystack; it's
possible, but difficult. Whois is an Internet service that enables a user to find information, such as a
universal resource locator (URL), for a given company or user who has an account at that domain.

Conducting a Whois domain search query entails locating the target company’s network domain
name on the Internet. The domain name is the address of a device connected to the Internet or any
other TCP/IP network, in a system that uses words to identify servers, organizations, and types of
organizations, such as www.companyname.com. The primary domain providing a Whois search is
the Internet Network Information Center (InterNIC). InterNIC is responsible for registering domain
names and |IP addresses, as well as for distributing information about the Internet. InterNIC, located
in Herndon, Virginia, was formed in 1993 as a consortium comprising the U.S. National Science
Foundation, AT& T, General Atomics, and Network Solutions Inc.

The following list contains specific URLs for domains that provide the Whois service:

www.networ ksolutions.com/cgi-bin/whois/whois. InterNIC domain-related information for
North America

www.ripe.net. European-related information

www.apnic.net. AsiaPacific-related information

Figures 5.2 and 5.3 represent a Whois service example, from Network Solutions (InterNIC), for our
target company XYZ, Inc. As you can see, Whois discovered some valuable information for target
company XYZ, Inc., namely, the company’s URL: www.xyzinc.com.

Now that the target company has been located and verified as a valid Internet domain, the next step
is to click on the domain link within the Whois search result (see Figure 5.4). Subsequently, address
verification will substantiate the correct target company URL. The detailed Whois search indicates

the following pertinent information:

XYZ, Inc. domain URL www.xyzinc.com

Administrative contact. Bill Thompson (obviously an employee of XYZ, Inc.)
Technical contact. Hostmaster (apparently XY Z's Internet service provider [ISP])
Domain servers. 207.237.2.2 and 207.237.2.3 (discussed later in the book)
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Figure 5.2 The front-end interface for performing a Whois search at www.networksolutions.com.
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Figure 5.3 Search results indicate a find for our target company.

Registrant:

X¥YZ, Inc. (XYZINC-DOM)
123 Anystreet Ave.
Ft. Pierce, FL. 34981
us

Domain WNems: XYZINC.COM

Administrative Contact:

Thompsen, Bill (BT4511) BTHOMPSON@XYZINC.COM
5613593001 (FAX) 5613593002

Technical Contact, Billing Contacc:

HOSTMASTER (HOL1511) HOSTMASTER@ISACOM
8009291922

Fecord last updated om 31-Jan-2001.

Fecord expires on 18-Nov-Z0Ol.

Record created on 17-Nov-1996.

Database last updated on 12-Har-2001 17:15:37 EST.

Domain secwvers in listed order:

NS1.ISP.COM 207.237.2.2
NS2.ISR.COM 207.237.2.3

Figure5.4 Next-level information lists company address, administrative contact, technical contact,
billing contact, and DNS addresses.

Host PING Query

The next step involves executing a smple host ICMP echo request (PING) to reveal the IP address
for www.xyzinc.com. Recall that PING, an acronym for Packet INternet Groper, is a protocol for
testing whether a particular computer is connected to the Internet; it sends a packet to its IP address
and waits for a response.

Dh:k:l’l,s, PING isderived from submarine active sonar, where a sound signal, called a ping, is
Hofé‘“l‘ = broadcast. Surrounding objects arerevealed by their reflections of the sound.

PING can be executed from an MS-DOS window in Microsoft Windows or a termina console
session in UNIX. In a nutshell, the process by which the PING command reveals the IP address can
be broken down into five steps:

1. A dstation executes a PING request.

2. The request queries your own DNS or your ISP s registered DNS for name resolution.

3. Because the URL, in this case www.zyxinc.com, is foreign to your network, the query is sent
to one of the InterNIC’s DNSs.

4. From the InterNIC DNS, the domain xyzinc.com is matched with an IP address of XYZ's
own DNS or ISP DNS (207.237.2.2, from Figure 4) and forwarded.

5. XYZ Inc’s ISP, hosting the DNS services, matches and resolves the domain
www.xyzinc.com to an |P address, and forwards the packet to XY Z's Web server, ultimately
returning with a response.
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Take alook at Figure 5.5 for a graphic illustration of these steps.

Figure 5.6 shows an excerpt from an MS-DOS window host PING query for target company XYZ's
URL, www.xyzinc.com.

Hg’is, An automatic discovery moduleisincluded on thisbook’s CD.
N

Standard DNS entries for domains usually include name-to-1P address records for WWW (Internet
Web server), Mail (Mail SMTP gateway server), and FTP (FTP server). Extended PING queries may
reveal these hosts on our target network 206.0.125.x:

X¥Z DNS resolves
URL to an IP address

Packet is forwarded to X¥Z Web
the Intemet DMNS cluster
revealing XYZ's

Request packet DNS IP address
queries Station's — /'/
DNS server XYZ DNS
Station DNS  Internet
DNS

Station

Figure 5.5 The ICMP echo request (PING) packet travels from our DNS to the InterNIC DNS to the
target company’s ISP DNS and, ultimately, to the XYZ Web server for aresponse.

C:h=ping www. Xy zinc, com
Pinging www. xyzinc com [206.0.1250] with 32 bytes of data:

Reply from 206.0.125.10: bytes=32 time=483ms TTL=52
Reply from 206.0125.10: bytes=32 time=751ms TTL=51
Reply from 206.0.125.10; bytes=32 time=493ms TTL=52
Reply from 206.0.125.10; bytes=32 time=484ms TTL=51

Ping statistics for 206.0.125.10:

Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:

Minirmurm = 484ms, Maximum = 751ms, Average = 555ms

Figure5.6 The PING request ultimately resolves URL www.xyzinc.com to |P address
206.0.125.10.

C:\>PING MAIL.XYZINC.COM

Pinging mail.xyzinc.com [206.0.126.5] with 32 bytes of data:
Reply from 206.0.126.5 bytes=32 time=398ms TTL=49
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Reply from 206.0.126.5 bytes=32 time=398ms TTL=49
Reply from 206.0.126.5 bytes=32 time=398ms TTL =49
Reply from 206.0.126.5 bytes=32 time=398ms TTL=49

C:\>PING FTP.XYZINC.COM

Pinging ftp.xyzinc.com [206.0.126.12] with 32 bytes of data:
Reply from 206.0.126.12 bytes=32 time=312ms TTL=53
Reply from 206.0.126.12 bytes=32 time=312ms TTL=53
Reply from 206.0.126.12 bytes=32 time=312ms TTL=53
Reply from 206.0.126.12 bytes=32 time=312ms TTL=53

The PING query requests reveal important network addressing, indicating the following DNS entries
for XYZ Inc:

www www.Xyzinc.com 206.0.126.10
mail mail.xyzinc.com 206.0.126.5
ftp  ftp.xyzinc.com  206.0.126.12

I nternet Web Search Query

The World Wide Web is frequently referred to as the Information Superhighway because it contains
millions of megabytes of data and information that is viewed by countless people throughout the
world. The World Wide Web accommodates most of this traffic by employing search engines, the
fastest-growing sites on the Web.

Search engines and Usenet groups are great tools for researching target domains, so this step covers
methods of acquiring this information to aid in the target network discovery process. Addresses,
phone numbers, and technical contact names can be obtained and/or verified using extended searches
from Web front ends. More popular search engines and spiders can be utilized for their information
gathering capabilities.

A recommended list of contemporary search engines includes:

www.altavista.com
www.businessseek.com
www.clickheretofind.com
www.deja.com
Www.excite.com
WwWWw.goto.com
www.hotbot.com
infoseek.go.com
www.lycos.com
www.national directory.com
www.peoplesearch.com
www.planetsearch.com
www.yellowpages.com

The company profile link from the target company Web site included information that verified the
address, phone number, and director of information services (1S). (Remember Bill Thompson, who
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turned up earlier as the administrative contact?) This is more than enough information to pull off a
social engineering query, which is covered in the rext step.

Social Engineering Query

This step explains an attempt to coerce a potential victim to reveal network access information. This
is a popular technique used by hackers, crackers, and phreaks worldwide. Simple successful
adaptations of this method include posing as a new user as well as a technician.

Posing as a New User

From the information gathered in previous steps, a hacker could dial XY Z's main phone number, and
ask to be transferred to the IS department or technical support group, then pretend to be a temp
employee who was told to contact them for a temporary username and password.

Additional research could make this process much more successful. For example, calling and asking
for the name of the head of the marketing department could change the preceding scenario in this
way: After being transferred to a technician, the hacker could start by stating, ‘‘Hello, my name is
Tom Friedman. I’'m a new temp for Sharon Roberts, the head of marketing, and she told me to call
you for the temp username and password.”

Posing as a Technician

To use this adaptation, a hacker might ask to be transferred to someone in the sales department. From
there he or she could state that Bill Thompson, the director of 1S, has requested that he or she contact
each user in that department to verify logon access, because a new server will be introduced to
replace an old one. This information would enable the hacker to log on successfully, making the
server integration transparent to him.

There are unlimited variations to a social engineering query process. Thorough and detailed research
gathering helps to develop the variation that works best for a targeted company. Social engineering
queries produce a surprisingly high rate of success. For more information and success stories on this
method, search the links in the Tiger Tools Repository found on this book’s CD.

Site Scans

As mentioned at the beginning of this chapter, the premise behind scanning is to probe as many ports
as possible, and keep track of those receptive or useful to a particular hack attack. A scanner program
reports these receptive listeners, analyzes weaknesses, and cross-references those weak spots with a
database of known hack methods, for later use.

s There are serious legal issues connected to the techniques described in this book.
Hol}"f = Without written consent from the target company, most of these procedures are
illegal in the United States and many other countries. Neither the author nor the
publisher will be held accountable for the use or misuse of the information contained

in this book.

Scanning Techniques

Vulnerability scanner capabilities can be broken down into three steps: locating nodes, performing
service discoveries on them, and, finally, testing those services for known security holes. Some of
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the scanning techniques described in this section can penetrate afirewall. Many tools are deployed in
the security and hacking world, but very few rank higher than scanners,

s. In this book, a firewall is defined as a security system intended to protect an

¥, organization’s network against external threats from another network, such as the

Internet. A firewall prevents computers in the organization’s network from
communicating directly with external computers, and vice versa. Instead, all
communication is routed through a proxy server outside of the organization’s
network; the proxy server determines whether it issafeto let a particular message or
file pass through to the organization’s network.

Scanners send multiple packets over communication mediums, following various protocols utilizing
service ports, then listen and record each response. The most popular scanners, such as nmap,
introduced later in this chapter, employ known techniques for inspecting ports and protocols,
including:

TCP Port Scanning. Thisis the most basic form of scanning. With this method, you attempt
to open afull TCP port connection to determine if that port is active, that is, “listening.”

TCP SYN Scanning. This technique is often referred to as half-open or stealth scanning,
because you don’t open afull TCP connection. You send a SYN packet, as if you are going to
open area connection, and wait for a response. A SYN/ACK indicates the port is listening.
Therefore, a RST response is indicative of a nonlistener. If a SYN/ACK is received, you
immediately send a RST to tear down the connection. The primary advantage of this scanning
technique is that fewer sites will log it.

TCP FIN Scanning. There are times when even TCP SY N scanning isn’t clandestine enough
to avoid logging. Some firewalls and packet filters watch for SYNSs to restricted ports, and
programs such as Synlogger and Courtney are available to detect these scans altogether. FIN
packets, on the other hand, may be able to pass through unmolested. The idea is that closed
ports tend to reply to your FIN packet with the proper RST, while open ports tend to ignore
the packet in question.

Fragmentation Scanning. Thisis amodification of other techniques. Instead of just sending
the probe packet, you break it into a couple of small 1P fragments. Basically, you are splitting
up the TCP header over several packets to make it harder for packet filters to detect what is

happening.

TCP Reverse ldent Scanning. As noted by security guru Dave Goldsmith in a 1996 bugtrag
post, the ident protocol (RFC 1413) allows for the disclosure of the username of the owner of
any process connected via TCP, even if that process didn’t initiate the connection. So you
can, for example, connect to the http port, then use the ident daemon to find out whether the
server is running as root.

FTP Bounce Attack. An interesting “feature” of the FTP protocol (RFC 959) is support for
“proxy” FTP connections. In other words, you should be able to connect from evil.com to the
FTP server-PlI (protocol interpreter) of target.com to establish the control communication
connection. You should then be able to request that the server-Pl initiate an active server-
DTP (datatransfer process) to send a file anywhere on the Internet!

UDP ICMP Port Unreachable Scanning. This scanning method varies from the preceding
methods in that it uses the UDP protocol instead of TCP. Though this protocol is less
complex, scanning it is actually significantly more difficult. Open ports don’t have to send an
acknowledgment in response to your probe, and closed ports aren’t even required to send an
error packet. Fortunately, most hosts do send an ICMP_PORT_UNREACH error when you
send a packet to a closed UDP port. Thus, you can find out if a port is closed, and by
exclusion, determine which ports are open.
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UDP recvfrom() and write() Scanning. While nonroot users can’t read port-unreachable
errors directly, Linux is cool enough to inform the user indirectly when they have been
received. For example, a second write() call to a closed port will usually fail. A lot of
scanners, such as netcat and Pluvius pscan.c, do this. This is the technique used for
determining open ports when nonroot users use -u (UDP).

Scanner Packages

Many scanners are available to the public, each with its own unique capabilities to perform specific
techniques for a particular target. There are TCP scanners, which assault TCP/IP ports and services
such as those listed in Chapter 1. Other scanners scrutinize UDP ports and services, some of which
were also listed in Chapter 1. This purpose of this section is to identify certain of the more popular
scanners and to give a synopsis of their functionality. Chapter 12 introduces a complete
internetworking security suite, called TigerSuite, whose evaluation is included on this book’s CD.

Cyber Cop Scanner

Platforms: Windows NT, Linux

CyberCop Scanner (shown in Figure 5.7), by Network Associates, provides audits and vulnerability
assessments combined with next generation intrusion monitoring tools and with advanced decoy
server technology to combat snooping. CyberCop examines computer systems and network devices
for security vulnerabilities and enables testing of NT and UNIX workstations, servers, hubs,
switches, and includes Network Associates unique tracer packet firewall test to provide audits of
firewalls and routers. Report options include executive summaries, drill-down detail reports, and
field resolution advice. One very unique feature of CyberCop Scanner is their auto update
technology to keep the kernel engine, resolution, and vulnerability database current. Various forms
of reporting analyses are featured such as network mapping, graphs, executive summaries, and risk
factor reporting. CyberCop Scanner is certainly among the top of its class in vulnerability scanning
today.

Fi= Scan Repoits Setup Toolz Help
cH P BQ| L& B
Logo ‘Scan Configuration | Module Configuration | Scan Progress | Reports | 105 Testing |
Scan Sattings | hasts, bt |
Current Config Fie: scan.cf
Get Hosts Via:
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T Text Fie
& Host Range Range: 172.29.44.0/24 1|
" Group File
Results DB |rgvs_u1t5
Metwork Ma-p Fila: |rE’SLdt5.|T|aD
MNIS Domain Mame; |
DMS Domain Mamas: ]I‘l‘r'.fSItE.l:Cm
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Figure 5.7 CyberCop Scanner screenshot.

I'lad!.fj,s, In North America, CyberCop Scanner can be evaluated by clicking on
Note =, www.networ kassociates.com.

Jakal
Platform: Linux

Jakal is among the more popular of the scanners just defined as steath or haf-scan. Recall the
communication handshake dscussed in Chapter 1: A stealth scanner never completes the entire
SYN/ACK process, therefore bypassing a firewall, and becoming concealed from scan detectors.
This method allows stealth scanners like Jakal to indiscreetly generate active ports and services. A
standard TCP connection is established by sending a SYN packet to the destination host. If the
destination is waiting for a connection on the specified port, it responds with a SYN/ACK packet.
The initial sender replies with an ACK packet, and the connection is established. If the destination
host is not waiting for a connection on the specified port, it responds with an RST packet. Most
system logs do not list completed connections until the final ACK packet is received from the source.
Sending an RST packet, instead of the final ACK, results in the connection never actually being
established, so no logging takes place. Because the source can identify whether the destination host
sent a SYN/ACK or an RST, an attacker can determine exactly which ports are open for connections,
without the destination ever being aware of the probing. Keep in mind, however, that some sniffer
packages can detect and identify stealth scanners, and that detection includes the identity of the
scanning node as well.

Hadyir’ls, Jakal can be evaluated on thisbook’s CD.
Hoﬁ?? @

NetRecon
Platform: Windows NT

NetRecon (shown in Figure 5.8), by Axent, is a network vulnerability assessment tool that discovers,
analyzes, and reports vulnerable holes in networks. NetRecon conducts an external assessment of
current security by scanning and probing systems on the network. NetRecon re-creates specific
intrusions or attacks to identify and report network vulnerabilities, while suggesting corrective
actions. NetRecon ranks alongside CyberCop Scanner among the top of its class in vulnerability
scanning today.
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Figure 5.8 NetRecon objectives.

Dh:k:l’l,s, In North America, NetRecon can be evaluated at www.axent.com.
Hoﬁi @

Network Security Scanner/WebTrends Security Analyzer

Platfor ms. Windows 95/98/2000/N T, agents supported on Solaris and Red Hat Linux

Network Security Scanner (NSS) technology has been incorporated into the WebTrends Security
Analyzer (shown in Figure 5.9). The product helps to secure your intranet and extranet by detecting
security vulnerabilities on Windows NT, 95, and 98 systems, and recommends fixes for those
vulnerabilities. A popular feature of this product is a built-in AutoSync that seamlessly updates
WebTrends Security Analyzer with the latest security tests, for the most complete and current
vulnerability analysis available. The product’'s HTML output is said to be the cleanest and most
legible on the market today.

Ha:kt?, In North America, WebTrends Security Analyzer can be evaluated at
Note*., www.webtrends.com/.
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Figure5.9 WebTrends Security Analyzer.
Nmap
Platform: Linux

According to the author, Fyodor, Nmap (shown in Figure 5.10) is primarily a utility for port scanning
large networks, athough it works fine for single hosts as well. The guiding philosophy for the
creation of nmap was the Perl sogan TMTOWTDI (there’'s more than one way to do it). Sometimes
you need speed, other times you may need stealth. In some cases, bypassing firewals may be
required; or you may want to scan different protocols (UDP, TCP, ICMP, etc.). You can't do all that
with one scanning mode, nor do you want 10 different scanners around, all with different interfaces
and capabilities. Thus, nmap incorporates amost every scanning technique known.

Nmap also supports a number of performance and reliability features, such as dynamic delay time
calculations, packet time-out and retransmission, parallel port scanning, and detection of down hosts
via paralel pings. Nmap aso offers flexible target and port specification, decoy scanning,
determination of TCP sequence predictability characteristics, and output to machine-perusable or
human-readable log files.

Hﬂf Nmap can be evaluated on thisbook’s CD.
N >
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Figure5.10 The nmap front end.
SAFEsuite
Platforms: Windows NT, Solaris, Linux

SAFEsuite (Figure 5.11) is a security application that also identifies security “hot spots’ in a
network. This complete, global view of enterprise security information consolidates and correlates
data from multiple sources to provide information that otherwise would not be available, thereby
enabling security staff to make timely and informed security decisions.

SAFEsuite Decisions collects and integrates security information derived from network sources,
including Check Point FirewWall-1, Network Associates Gauntlet Firewall, the 1SS Real Secure
intrusion detection and response system, and the ISS Internet Scanner and System Scanner
vulnerability detection systems.

SAFEsuite Decisions automatically correlates amd analyzes cross-product data to indicate the
security risk profile of the entire enterprise network. For example, vulnerabilities found by the
Internet scanner, and intrusion events detected by the SAFEsuite component Real Secure, will be
correlated to provide hightvalue information, indicating both specific hosts on the network that are
vulnerable to attack and those that have aready been attacked.
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Figure5.11 SAFEsuite.

Had(x“r’rs, SAFEsuite can be evaluated on thisbook’s CD.
Hol\é"'f 3

Security Administrator’s Tool for Analyzing Networks Successor SAINT

Platforms: Solaris, Linux, IRIX

The Security Administrator’s Tool for Analyzing Networks (alias:. SATAN) was written by Dan
Farmer and Welte Vegema, and is advertised as a tool to help system administrators. According to
Muffy Barkocy, a SATAN consultant, the program was developed out of the realization that
computer systems are becoming more dependent on the network, and at the same time becoming
more vulnerable to attack via that same network. SATAN recognizes and reports several common
networking-related security problems, without actually exploiting them. For each type of problem
found, SATAN offers a tutorial that explains the problem and its potential impact. The tutorial also
explains how to remedy the problem, whether, for example, to correct an error in a configuration file,
install a patch or bug fix from the vendor, use other means to restrict access, or simply disable a
service.

SATAN collects information that is available to everyone with access to the network. With a
properly configured firewall in place, there should be near-zero information accessible by outsiders.
Limited research conducted by Muffy, found that on networks with more than a few dozen systems,
SATAN would inevitably find problems. Keep in mind, howewer, that the intruder community has
been exploiting these problems for along time.

SATAN was written primarily in Perl and C with some HTML front ends for management and
reporting. The kernd is tarred and zipped, and is compatible only with most UNIX flavors. SATAN
scans focus on, but are not limited to, the following daemon vulnerabilities:

FTPD
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NFS
NIS
RSH
Sendmail
X Server

s. Within a week of the initial SATAN release, an updated version became available,
Note*r, offering support for more platforms (bsdi, ultrix, dg/ux) and resolving several
portability problems (rpcgen, ctime.pl, etc. are now bundled). Also, a large number

of minor annoyances wer e fixed, and the FAQ document has been expanded. SATAN

now comes with a vulnerability tutorial that explains how to run SATAN in a secure

manner. It explainsin detail what today’s CERT/CC advisory did not tell, and more.

Using SATAN, hackers, crackers, and phreaks can scan aimost every node or network connected to
the Internet. UNIX systems are especialy vulnerable to SATAN scans, as the intruder follows simple
standard attack steps:

1. Obtain accessto asystem
2. Obtain administrator or root access on that system.
3. Extend access to other systems.

That said, UNIX administrators need not fret, as there are several monitoring agents available for
SATAN detection including Courtney, Gabriel, and many TCP wrappers.

The Security Administrator’s Integrated Network Tool

The Security Administrator’s Integrated Network Tool (SAINT) is an updated and enhanced version
of SATAN, designed to assess the security of computer networks. In its smplest mode, SAINT
gathers as much information about remote hosts and networks as possible by examining such
network services as finger, NFS, NIS, FTP and TFTP, rexd, statd, and other services. The
information gathered includes the presence of various network information services, as well as
potential security flaws. SAINT can then either report on this data or use a ssmple rule-based system
to investigate any potential security problems. Users can subsequently examine, query, and analyze
the output with an HTML browser, such as Netscape or Lynx. While the program is primarily geared
toward analyzing the security implications of the results, a great deal of general network information
can be obtained from the tool—network topology, network services running, types of hardware and
software being used on the network, and more.

But the real power of SAINT comes into play when used in exploratory mode. Based on the initial
data collection and a user-configurable rule set, it will examine the avenues of trust and dependency,
and iterate further data collection runs over secondary hosts. This not only allows users to anayze
their own network or hosts, but also to examine the implications inherent in network trust and
services, and help them make reasonably educated decisions about the security level of the systems
involved.

s, Both SAINT and SATAN can be evaluated on this book’s CD or from the following
Note?™. links:

IN NORTH AMERICA
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www.wwdsi.com/saint/

ftp://ftp.mcs.anl.gov/pub/security
ftp://coast.cs.purdue.edu/pub/tool /'unix/satan
ftp://vixen.cso.uiuc.edu/security/satan-1.1.1.tar.Z
ftp://ftp.acsu.buffal o.edu/pub/security/satan1.1.1.tar.Z
ftp://ftp.acsu.buffal o.edu/pub/security/satan-1.1.1.tar.gz
ftp://ftp.net.ohio- state.edu/pub/security/satan/satan1.1.1.tar.Z

ftp://ftp.cerf.net/pub/software/unix/security/
ftp://ftp.tisl.ukans.edu/pub/security/satan-1.1.1.tar.Z
ftp://ftp.tcst.com/pub/security/satan1.1.1.tar.Z
ftp://ftp.orst.edu/pub/packages/satan/satan-1.1.1.tar.Z
ftp://ciac.lInl.gov/publ/ciac/sectool s/unix/satan/

IN AUSTRALIA

ftp://ftp.dstc.edu.au:/pub/security/satan/satan-1.1.1.tar.Z
ftp://coombs.anu.edu.au/pub/security/satan/
ftp://ftp.auscert.org.au/pub/mirrors/ftp.win.tue.nl/satan-1.1.1.tar.Z

IN EUROPE

ftp://ftp.denet.dk/pub/security/tool §/satan/satan 1.1.1.tar.Z
http://ftp.luth.se/pub/unix/security/satan-1.1.1.tar.Z
ftp://ftp.luth.se/pub/unix/security/satan1.1.1.tar.Z
ftp://ftp.wi.leidenuniv.nl/pub/security
ftp://ftp.cs.ruu.nl/pub/SECURITY /satan-1.1.1.tar.Z
ftp://ftp.cert.dfn.de/pub/tool s/net/satan/satant 1.1.1.tar.Z
ftp://ftp.csi.forth.gr/pub/security/satan-1.1.1.tar.Z
ftp://ftp.informatik.uni-kiel .de/pub/sources/security/MIRROR.ftp.win.tue.nl
ftp://ftp.kulnet.kuleuven.ac.be/pub/mirror/ftp.win.tue.nl/security/
ftp://ftp.ox.ac.uk/pub/comp/security/software/satan/satant 1.1. 1.tar.Z
ftp://ftp.nvg.unit.no/pub/security/satan1.1.1.tar.Z
ftp://cnit.nsk.su/pub/unix/security/satan
ftp://ftp.win.tue.nl/pub/unix/security/satan-1.1.1.tar.Z

Tiger Tools Tiger Suite

Platforms: Windows 9x, NT, 2000, OS2, Mac, LINUX, Solaris

TigerSuite, which consists of a complete suite of security hacking tools, is rated by some as the
number-one internetworking security toolbox. In a benchmark comparison conducted by this author
between Tiger Tools and other popular commercial discovery/scan software, for a smple 1000 port
scan on five systems, Tiger Tools completed an average scan in less than one minute, compared to an
average of 35 minutes with the same results bund in both scans. Simply stated, the design and

developed product clearly outperform their competitors.
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Among others, the product provides the specific security functions described in the following
subsections.

s TigerSuiteiscovered in detail in Chapter 12 and is available for evaluation on this
Note™, book’sCD.

The Local Analyzer

The Local Analyzer is a set of tools designed to locally discover, analyze, and assess the system
where this product will reside. The tools include:

Virug/Trojan Analysis
File Information
Compare

Sysinfo

Resource Exploration
DBF View/Edit
Diskinfo

Copy Master

These tools can be executed on any system within the network, and can be utilized for general
system tools, but they must reside on the host system that is running the Tiger Tools products. This
ensures the system is “clean” and ready for security analysis.

Network Discovery

Network Discovery includes a set of tools that can be run in a network environment to discover,
identify, and list all areas of vulnerability within a network. The Network Discovery tool set
includes:

Ping

Port Scanner

P Scanner

Site Discovery
Network Port Scanner
Proxy Scanner

Trace Route

Tenet

NSLookup

DNS Query

NetStat

Finger, Echo

Time, UDP

Mail List Verify
HTTPD Benchmark
FTP Benchmark

Network Discovery will provide a network professional with an in-depth list of all of the
vulnerabilities on the network. He or she can then refer back to the knowledge base in Tiger Tools
2000 InfoBase for recommended actions for vulnerability alleviation.

Tiger Tools Attack
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Tiger Tools Attack comprises tools for penetration testing, including:

Penetrator

WinNuke

Mail Bomber
Bruteforce Generator
Finger and Sendmail
Buffer Overload
Crcfiles

Spammer

HTTP Crack

FTP Crack

POP3 Crack

Socks Crack

SMB Password Check
Unix Password Check
Zip Crack

Rar Crack

CGlI Check

Trojan Scan

These tools actually generate numerous different types of attacks, crack attempts, and penetration
tests, to determine whether current security policies are adequate or have been implemented
correctly. This information will help the network professionals know what additional steps are
required to adequately protect their network.

What'sUp

Platform: Windows

What' sUp Gold (Figure 5.12) provides a variety of real-time views of your network status and alerts
you to network problems, remotely by pager or email, before they escalate into expensive downtime
events. What'sUp Gold's superior graphical interface helps you create network maps, add devices,

specify services to be monitored, and configure alerts. The What'sUp scan tool is a smple, point-
and-click scanner for IP addresses and ports. Also, the tools
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Figure5.12 What' sUp front end.

menu provides access to a selected set of network tools that may be used to diagnose network
problems. They include:

Info. Displays summary information about a network host or device, including the official
hostname, 1P address, and contact information (from the Whois database).

Time. Queries multiple time servers; also synchronizes your local system clock.

HTML. Queries a Web address and displays full header information and page data.

Ping. Sends a set number of ICMP echo requests to the specified |P address, and displays the
network response time (in milliseconds) on the screen.

TraceRoute. Displays the actual network path that an ICMP echo request takes to arrive at a
destination, along with the difference from the previous time.

L ookup. Provides access to the name-resolving functions in a user’s stack. Users can enter an
IP address and get back the official name of the system, or they can enter a name and get
back the | P address.

Finger. Queries a host by using the finger protocol. Users enter a hostname to see which
other users are currently logged on.

Whois. Looks up network or user information from various network information providers.

L DAP. Displays users' names and email addresses on an LDAP-supported host.

Quote. Displays a*“ quote of the day” from a remote host that supports a Quote server.

Scan. Scans specified range of 1P addresses for attached network elements, and optionally
maps results. A scan can also identify network services (e.g.,, SMTP, FTP, HTTP, Telnet,
etc.) that may be available on a system.

SNMP. Displays network configuration and status information from a remote host that
supports the SNMP protocol.

WinNet. Provides users information about their local network. Users can choose the type of
network items they want to display from a drop-down list.

Throughput. Verifies the throughput of a network connection by sending a specified number
of packets of increasing size to a remote host.
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m‘hi?r In North America, What’sUp can be evaluated at www.ipswi tch.com/.
Noe® >

Sample Scan

Earlier in this chapter, we performed a target discovery (during which we unearthed a network
address); and now we have accumulated the right tools, so we're ready to perform a site scan. During
this phase, we will scan only to discover active addresses and their open ports. Hackers would not
spend a lot of time doing penetration scanning and vulnerability testing, as that could lead to their
own detection.

A standard target site scan would begin with the assumption that the network is a full Class C (for a
review of subnets, refer back to Chapter 1 and the appendixes in the back of this book). Thus, we'll
set the scanner for an address range of 206.0.126.1 through 206.0.126.254, and 24 bits in the mask,
or 255.255.255.0, to accommodate our earlier DNS discovery findings:

WWW www.xyzinc.com 206.0.126.10
mail mail.xyzinc.com  206.0.126.11
ftp ftp.xyzinc.com 206.0.126.12

For the first pass, and for maximum scanning speed, we'll scan ports 1 to 1000 (most of the well-
known ports):
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206.0.126.1 206.0.126.55 206.0.126.96
206.0.126.8 206.0.126.56 206.0.126.97
206.0.126.10:80 206.0.126.61 206.0.126.110
206.0.126.11 206.0.126.62 206.0.126.111
206.0.126.22 206.0.126.63 206.0.126.112
206.0.126.23 206.0.126.64 206.0.126.113
206.0.126.25 206.0.126.65 206.0.126.114
206.0.126.27 206.0.126.66 206.0.126.115
206.0.126.28 206.0.126.67 206.0.126.116
206.0.126.29 206.0.126.69 206.0.126.117
206.0.126.30 206.0.126.70 206.0.126.118
206.0.126.33 206.0.126.86 206.0.126.119
206.0.126.35 206.0.126.87 206.0.126.120
206.0.126.39 206.0.126.89 206.0.126.121
206.0.126.44 206.0.126.92 206.0.126.122
206.0.126.49 206.0.126.93 206.0.126.123
206.0.126.53 206.0.126.94 206.0.126.124
206.0.126.54 206.0.126.95 206.0.126.125
206.0.126.126 206.0.126.158 206.0.126.223
206.0.126.127 206.0.126.159 206.0.126.224
206.0.126.128 206.0.126.168 206.0.126.225
206.0.126.129 206.0.126.172 206.0.126.231
206.0.126.130 206.0.126.173 206.0.126.236
206.0.126.131 206.0.126.175 206.0.126.237
206.0.126.133 206.0.126.177 206.0.126.238
206.0.126.136 206.0.126.179 206.0.126.239
206.0.126.137 206.0.126.183 206.0.126.240



206.0.126.141 206.0.126.186 206.0.126.241
206.0.126.142 206.0.126.200 206.0.126.243
206.0.126.143 206.0.126.201 206.0.126.245
206.0.126.153 206.0.126.203 206.0.126.247
206.0.126.154 206.0.126.206 206.0.126.249
206.0.126.155 206.0.126.207 206.0.126.250
206.0.126.156 206.0.126.221 206.0.126.251
206.0.126.157 206.0.126.222

The output from our initial scan displays a little more than 104 live addresses. To ameliorate a
hypothesis on several discovered addresses, we'll run the scan again, with the time-out set © 2
seconds. This should be enough time to discover more open ports:

206.0.126.1:23 206.0.126.37 206.0.126.67
206.0.126.8:7, 11, 15, 206.0.126.39 206.0.126.69
19, 21, 23, 25, 80, 206.0.126.44 206.0.126.77
110, 111 206.0.126.49 206.0.126.82
206.0.126.10:21, 23, 80 206.0.126.53 206.0.126.87
206.0.126.11:25, 110 206.0.126.54 206.0.126.89:7, 11, 21,
206.0.126.22 206.0.126.59 23, 25, 80, 110, 111
206.0.126.26 206.0.126.61 206.0.126.92
206.0.126.27 206.0.126.62 206.0.126.93
206.0.126.28 206.0.126.63 206.0.126.94
206.0.126.29 206.0.126.64 206.0.126.95
206.0.126.30:21, 80 206.0.126.65 206.0.126.96
206.0.126.31 206.0.126.66 206.0.126.98
206.0.126.110 206.0.126.133 206.0.126.206
206.0.126.111 206.0.126.136 206.0.126.207
206.0.126.112 206.0.126.137 206.0.126.221
206.0.126.113 206.0.126.141 206.0.126.222
206.0.126.114 206.0.126.142 206.0.126.223
206.0.126.116 206.0.126.144 206.0.126.224
206.0.126.117 206.0.126.153 206.0.126.225
206.0.126.118 206.0.126.154 206.0.126.231
206.0.126.119 206.0.126.155 206.0.126.236
206.0.126.120 206.0.126.156 206.0.126.237
206.0.126.122 206.0.126.157 206.0.126.238
206.0.126.123 206.0.126.158 206.0.126.239
206.0.126.124 206.0.126.159 206.0.126.240
206.0.126.125 206.0.126.169 206.0.126.241
206.0.126.126 206.0.126.172 206.0.126.243
206.0.126.127 206.0.126.173 206.0.126.247
206.0.126.128 206.0.126.176 206.0.126.249
206.0.126.129 206.0.126.177 206.0.126.250
206.0.126.130 206.0.126.201
206.0.126.131 206.0.126.203

Take a close look at the output from our second scan and compare it to its predecessor. Key
addresses and their active ports to ponder include:

206.0.126.1:23, 161, 162
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206.0.126.8:7, 11, 15, 19, 21, 23, 25, 80, 110,
111

206.0.126.10:21, 23, 80

206.0.126.11:25, 110

206.0.126.30:21, 80

206.0.126.89:7, 11, 21, 23, 25, 80, 110, 111

The remaining addresses are obviously dynamically, virtually assigned addresses, probably via
network address trandation (NAT) in a firewall or router. As you will notice, these addresses differ
dightly in the second scan. The absence of active ports, as well as the address difference, is an
indication that these are internal users browsing the Internet.

s. NAT isthe process of converting between | P addresses used within an internal
Hoj}".i' = hetwork or other private network (called a subdomain) and legally provisioned 1P
addresses. Administratorsuse NAT for reasons such as security, monitoring, control,
and conversion to avoid having to modify previously assigned addressesto legal
Internet addresses.

Let’ s further investigate our key target addresses and define each of the open ports:

206.0.126.1:23, 161, 162

Port 23:. Telnet. A daemon that provides access and administration of a remote computer
over the network or Internet. To more efficiently attack the system, a hacker can use
information given by the telnet service.

Port 161/162: SNMP. Many administrators allow read/write attributes bound to these ports,
usually with the default community name or one exceptionally easy to decode. We would
presume this particular address is bound to an outside interface of a router. Administrators
commonly use .1 of an address pool for the router. Also, the only active port is the telnet port
for remote administration. In later chapters, we will perform a detailed, peretrating scan to
further analyze this address. Some hackers will simply use some ISP account and test the
address via telnet, for

Hicrosoft(R) Windows 78
(C)Copyright Microsoft Corp 1781-199B.

Co\WINDOWS>telnet 206.0.126.1

Connect Edt Teminel Help

User Access Verification

Password:

Figure5.13 Telnet reveals a Cisco router login.
example, in Win95/98/NT, by going to a command prompt or Start/Run: Telnet (see Figure 5.13).

As shown, this address is bound to a Cisco router.
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On the second discovered address, we can guess that this rode is some form of UNIX server. After
We run numerous scans, server port patterns such as the following emerge:

206.0.126.8:7, 11, 15, 19, 21, 23, 25, 80, 110, 111

Port 7. echo. A module in communications; a signa transmitted back to the sender that is
distinct from the origina signal. Echoing a message back to the main computer can test
network connections. The primary message generation utility is PING.

Port 11: systat. The systat service is a UNIX server function that provides the capability to
remotely list running processes. From this information, a hacker can pick and choose which
attacks are most successful.

Port 15: netstat. The netstat command alows the display of the status of active network
connections, MTU size, and so on. From this information, a hacker can make a hypothesis
about trust relationships to infiltrate outside the current domain.

Port 19: chargen. The chargen service is designed to generate a stream of characters for
testing purposes. Remote attackers can abuse this service by forming a loop from the
system’'s echo service with the chargen service. The attacker does not need to be on the
current subnet to cause heavy network degradation with this spoofed network session.

Port 21: FTP. An open FTP service banner can assist a hacker by listing the service daemon
version. Depending on the operating system and daemon version, the attacker, may be able to
gain anonymous access to the system.

Port 23: telnet. A daemon that provides access and administration of a remote computer over
the network or Internet. To more efficiently attack the system, a hacker can use information
given by the telnet service.

Port 25: SMTP. With SMTP and Port 110: POP3, an attacker can abuse mail services by
sending mail bombs, by spoofing mail, or simply by stealing gateway services for Internet
mail transmissions.

Port 80: HTTP. The HTTP daemon indicates an active Web server service. This port is
simply an open door for severa service attacks, including remote command execution, file
and directory listing, searches, file exploitation, file system access, script exploitation, mail
service abuse, secure data exploitation, and Web page altering.

Port 110: POP3. With POP3 and Port 25: SMTP, an attacker can abuse mail services by
sending mail bombs, by spoofing mail, or smply by stealing gateway services for Internet
mail transmissions.

Port 111: Portmap. This service allows RPC client programs to make remote connections to
RPC servers. A remote attacker can use this service to poll hosts for RPC weaknesses.

Clearly, this system isa UNIX server, probably configured by a novice administrator. Keep in mind,
however, that recent statistics claim that over 89 percent of all networks connected to the Internet are
vulnerable to some type of serious penetration attack.

The next system was previously discovered as our target company’s Web server.

206.0.126.10:21, 23, 80

Port 80: HTTP. The HTTP daemon indicates an active Web server service. This port is
simply an open door for several service attacks, including remote command execution, file
and directory listing, searches, file exploitation, file system access, script exploitation, mail
service abuse, secure data exploitation, and Web page altering.

Also in a previous discovery, we learned this next system to be our target mail server. Again, we'll
run specific penetration scans in chapters to come:

206.0.126.11:25, 110
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Port 25: SMTP. With SMTP and Port 110: POP3, an attacker can abuse mail services by
sending mail bombs, by spoofing mail, or simply by stealing gateway services for Internet
mail transmissions.

This next address poses an interesting question. A good guess, however, is that this machine is some
user or administrator running a personal Web server daemon. We can deduce that while the first scan
clearly passed by port 80, our second scan detected both Port 21: FTP and Port 80: HTTP, meaning a
possible vulnerability in some Web authoring tool.

206.0.126.30:21, 80

Our final system appears to be yet another wide-open UNIX server:

206.0.126.89:7, 11, 21, 23, 25, 80, 110, 111

Port 7: Echo. A module in communications; a signal transmitted back to the sender that is
distinct from the origina signal. Echoing a message back to the main computer can test
network connections. The primary message generation utility is PING.

Port 11: systat. The systat service is a UNIX server function that provides the capability to
remotely list running processes. From this information, a hacker can pick and choose which
attacks are most successful.

Port 21: FTP. An open FTP service banner can assist a hacker by listing the service daemon
version. Depending on the operating system and daemon version, the attacker may be able to
gain anonymous access to the system.

Port 23: telnet. A daemon that provides access and administrationof a remote computer over
the network or Internet. To more efficiently attack the system, a hacker can use information
given by the telnet service.

Port 25: SMTP. With SMTP and Port 110: POP3, an attacker can abuse mail services by
sending mail bombs, by spoofing mail, or smply by stealing gateway services for Internet
mail transmissions.

Port 80: HTTP. The HTTP daemon indicates an active Web server service. This port is
simply an open door for several service attacks, including remote command execution, file
and directory listing, searches, file exploitation, file system access, script exploitation, mail
service abuse, secure data exploitation, and Web page altering.

Port 110: POP3. With POP3 and Port 25: SMTP, an attacker can abuse mail services by
sending mail bombs, by spoofing mail, or simply by stealing gateway services for Internet
mail transmissions.

Port 111: Portmap. This service allows RPC client programs to make remote connections to
RPC servers. A remote attacker can use this service to poll hosts for RPC weaknesses.

We have seen many interesting potential vulnerabilities in our target network, particularly in the
router, UNIX servers, and some workstations. Some networks need to be scanned severa times, at
different intervals, to successfully discover most of the vulnerable ports and services.

s For those of you who do not have a server at their disposal, a virtual server daemon

“rF, sSmulator, called TigerSim (see Figure 5.14), is available on this book’s CD. With

TigerSim, you can simulate your choice of network service, whether it be email,
HTTP Web page serving, telnet, FTP, and so on. This will be an invaluable aid as
you learn to hack your way to secure your network. Chapter 12 will provide the
necessary detail you need to make full use of scanning techniques using Tiger Suite
and thevirtual server simulator, Tiger Sim.
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w, TigerSim Vutual Telnet Server
Telnet Port m — Sip |

Sezmon Sniffar

Figure5.14 TigerSim, avirtual server simulator.

Summary

In this chapter, we looked at hack attack techniques that are most often performed before penetration
attempts. We learned that discovery and scanning provide a strategic foundation for most successful
hack attacks. Moving forward, before we discuss actual hacker penetrations, we must solidify our
internetworking technology awareness with the next chapte—(The Hacker's Technology
Handbook). This chapter contains a collection of the key concepts vital to forming a hacker's

knowledge foundation. See you there...
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Four

Hacking Security Holes
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ACT
1

A Hacker’s Genesis

| remember it as if it happened yesterday, in one brief, exhilarating moment. It was the fall of 1981,
the time of year when all picturesque, lively nature is changing to beautiful demise. | was a young
boy, and Christmas was right around the corner. | had worked hard around the house the past
summer, never complaining about my chores. | was especially well mannered, too, all in the hopes of
finaly getting the dirt bike | dreamed of. | remember | couldn’t sleep Christmas Eve; | kept waking
up, heart pounding, to check the clock—in suspense.

Unfortunately, to my dismay, on Christmas morning, when | ran to the front room, | found only a
small box for me under the tree, too small to be a motorbike and too big to hold the key, owner’s
manual, and a note that directed me to a surprise in the garage. But even as | wondered how | had
falled to deserve a bike, | was aware there was still an unopened surprise for me under the tree. The
box was wrapped so precisely, hinting there may have been something of great value in it. (I have
always noticed that people seem 1o take extra time and care to wrap the expensive presents.) | could
see this package had taken some time to wrap; the edges were perfect, and even the tape snippets
were precise. | tore this perfect wrapping apart vigorously while noticing the box was moderately
heavy, al the time wondering what it could be. After removing a large piece of wrapping paper that
covered the top of the box, | stared at it unable to focus for a moment on what it actually was. Then
my eyes made contact; there it was—a new computer.

At first | wasn't quite sure what this could mean for me. Then it hit me: | could play cool games on
this thing! (I remembered seeing advertisements, which gave so many children hope, that computers
weren't just for learning and school, that we could play realy wicked games, too. | was always a
pretty good student; it didn’t take much effort for me to be on the Dean’s List. My point is, it didn't
take me long to unbox, set up, and configure my new computer system—without consulting the
manuals or ingpecting those **Read Me First” booklets. But | did go through them carefully when |
thought something was missing: | was a bit disappointed to discover that the system didn’t included
any games or software, aside from the operating system and a programming language called BASIC.
Nevertheless, a half- hour later | was loading BASIC, and programming my name to scroll across the
screen in avariety of patterns. | guess that was when it all started.

Only a few weeks passed until | realized | had reached the full potential of my computer. The
program | was working on had amost reached memory capacity; it included a data array of
guestions, choices, and scenarios with character-block graphics and audio beeps. In short, |1 had
staged a world war on Earth between the Evil Leaders and the Tactful Underdogs.

Here's the scenario: The Underdogs had recently sustained an onslaught of attacks that changed 90
percent of their healthy, young, soldiers into desolate casualties. The odds were against the
Underdogs from the beginning, as their archaic arsenal couldn’t compare to the technological
warfare used by the Evil Leaders. From the start, they didn’t have much confidence; only hope had
brought these young boys and girls together as soldiers to fight the aggressors.
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Your best friends are dying; your arsenal is empty; and you haven't eaten in days. During al this
turmoil, that inner voice—the one you packed deep away inside yourself from childhood—has
spoken again, and it is dictating your thoughts. Your view faded back to the time you found that
gpaceship in the prairie at the end of your block. If it realy were an unidentified flying object, as
confirmed by sightings throughout the city and reported in the local newspapers... Then, maybe,
there is some advanced weaponry onboard; maybe you can figure out how to operate that thing—as
long as you can remember, there was alow electromagnetic-type hum emanating from the ship. You
were the last soldier of that special group of friends who made the pact of silence years ago, after
stumbling upon the ship, while searching for logs to serve as support beams for your prairie fort. At
that moment, and what seemed a heavy pause, nausea overwhelmed you as you come to realize that
the fate of the Underdogs might be in your hands alone (later you would understand that it would be
left to your mind rather than your hands to operate the ship). Regardiess, there might be one last
hope... one last chance to bomb the “Black House” and win the war for the Underdogs....

| was surprised when they announced my name as one of the winners in the Science Fair that year.
So much of my time had been spent working on my

game that | had completely, and deliberately, blown off my origina science project—I still can't
remember what that was. At the last minute, | phoned my teacher, scheduled time on a school
television, and packed up my computer to show as my project for the fair. My goal was twofold: |
was hoping to pass off my programming as my project and to secure my entry in the fair (my grade
would have been mortally wounded if | had failed, as the Science Fair project was worth one-third of
the overall grade). Certainly | never expected to hear my name called as a winner. As it turned out,
my booth had generated more attention than all of the other top projects combined. Everyone loved
my game and seemed amazed at the complexity of the programming and assumed | must have spent
agreat deal of timeon it (little did they know).

As areward for my success from my parents, | was alowed to trade in my computer and was given
some cash to acquire a more professional computer system. It was exciting to move from cassette
data storage to one with a floppy diskette (the icing on the cake was that the system actually
supported color!). | spent hours every night working on the new system and getting acquainted with
a different operating system, one with so many more commands and much more memory address
space to work on my next project, which was called Dragon’s Tomb. It proved to be the inspiration
for the development of Sorcery.

Over countless evenings and on innumerable tablets of graph paper, then using pixels, lines, circles,
custom fill-ins, multiple arrays, numerous variables, and 650 pages of code (more than 46,000 lines
of coding) in four separate modules, on four floppy diskettes (later custom pirate-modified as
double-siders), the results were extremely gratifying:

For many years, there has been peace in your neighboring land of the long-forgotten city. The fertile
plain of the River Zoth has yielded bountifully; commerce has prospered; and the rulers of the magic
Orb of Power have been wise and just. But of late, disturbing reports of death, destruction, and
intense torture have reached your village. According to the tales of whimpering merchants and jaded
travelers, the forgotten city has been overrun by evil.

In the days long past, the Orb of Power was summoned by a powerful cleric. It iswritten that the Orb
withholds the secrets of the Universe, along with immense power to rule such. But if the Orb should
someday fall into the wrong hands...

Days ago, you joined a desert caravan of the strongest warriors and the wisest magic users. Firlor,
among the oldest of the clerics, has told you the magic words to unveil the dreadful castle where the
Orbis said to be guarded. The heat is making it hard to concentrate—if you could only remember the
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words when... a sandstorm! The shrieking wind whips over you, driving sand into your eyes and
mouth and even under your clothing. Hours pass; your water is rapidly disappearing; and you are
afraid to sleep for fear you will be buried beneath the drifts.

When the storm dies down, you are aone. The caravan is nowhere in sight. The desert is
unrecognizable, as the dunes have been blown into new patterns. You are lost...

Tired and sore, you struggle over the burning sands toward the long-forgotten city. Will you reach
the ruins in time to recover the magic Orb of Power? The sun beats down, making your wounds stiff,
and worsening the constant thirst that plagues anyone who travels these waterless wastes. But there is
hope—are those the ruins over there?

In the midst of broken columns and bits of rubble stands a huge statue. This has got to be the
place! You've found it at last. Gratefully, you sink onto the sand. But there's ro time to lose. You
must hurry. So with a quavering voice, you say the magic words, or at least what you remember
them to be. And then you wait...

A hush falls over the ruins, making the back of your neck prickle. At first nothing happens; then
out of the east, a wind rises, gently at first but quickly growing stronger and wilder, until it tears at
your clothes and nearly lifts you off your feet. The once-clear sky is choked with white and gray
clouds that clash and bail. As the clouds blacken, day turns to night. Lightning flashes, followed by
menacing growls of thunder. You are beginning to wonder if you should seek shelter, when all of a
sudden there is a blinding crash, and a bolt of lightning reduces the statue to dust!

For a moment, silence; then, out of the statue’s remains soars a menacing flame. Its roar deafens
you, as higher and higher it climbs until it seems about to reach the clouds. Just when you think it
can grow no larger, its shape begins to change. The edges billow out into horrifying crisp, ragged
shapes; the roar lessens; and before your eyes materializes a gigantic dark castle...

Y ou stand before the castle pondering the evil that awaits.

Sorcery lies in the realm of dragons and adventure. Your quest begins at the entrance of a huge
castle consisting of many levels and over 500 dungeons. As you travel down the eerie hallways into
the abyss of evil, you will encounter creatures, vendors, treasure, and traps... sinkholes, warps, and
magic staffs.

Sorcery aso includes wandering monsters; choose your own character, armor, and weapons, with
avariety of spellsto cast a different adventure each time you play.

| spent two years developing Sorcery back in the early eighties. My original intent was to make my
ideareality then distribute it to family, friends, and other computer-enthusiasts. Although | did copy-
protect my development, | never did sell the product. Now as | reflect, this rings a familiar sound:
Could someone have stolen my efforts? Anyway, little did | know that the Sorcery prelude
manuscript would ater the path of my future.

Again, spending too much time working on personal projects, and very little time concentrating on
school assignments, | had run into another brick wall. It was the eleventh hour once more, and | had
blown off working on an assignment that was due the next day: | was supposed to give another
boring speech in class. This time, however, the topic could be of my own choosing. As you may have
deduced, | memorized my Sorcery introduction, but atered the tone to make it sound as if | was
promoting the product for sale. With fingers, and probably some toes, crossed, | winged the speech,
hoping for a passing mark.
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To my surprise, the class listened to the speech with interest and growing concentration As aresult, |
was awarded the highest grade in my class. But the unparalleled reward was yet to come.

After classes that day, a fellow student approached me apprehensively. | had previoudly noticed his
demeanor in class and had decided he was a quiet underachiever. With unkempt greasy hair and
crumpled shirts, he always sat at the back of the classroom, and often was reprimanded for sleeping.
The teachers seemed to regard him as a disappointment and paid him no attention as he passed
through the hallways.

As he drew near me, | could see he was wide-eyed and impatient. | remember his questions that day
very well. He was persistent and optimistic as he asked whether my program really existed or if | had
made up the whole scenario for a better grade. It was obvious to me that he wanted a copy. | told him
the truth and asked if he had a computer that was compatible with mine. At that, he laughed, then
offered me a software trade for a copy of Sorcery. | would have given him a copy regardless, but
thought it would be nice to add to my own growing collection of programs. The software he offered
included a graphics file converter and a program to condense file sizes by reducing the headers. |
remember thinking how awesome it would be to condense my own programs and convert graphics
without first modifying their format and color scheme.

We made the trade after school the following day, and | hurried home to load the software from the
disk. The graphics converter executed with error, and disappointed, | almost discarded the floppy
without trying the file condenser. Upon loading that program later that night, and to my disbelief, it
ran smoothly. What really caught my attention, however, was the pop-up message | received upon
exiting the program: It told of an organization of computer devotees who traded software packages
and were always looking for qualified members. At the end of the message was a post office box
mailing address: “snd intrest 2:”

| jumped at this potential opportunity. | could hardly imagine an organized group whose members
were as interested in technology as | was, and who exchanged software, ideas, and knowledge. |
composed my letter and mailed it off that very same day.

Only aweek passed before | received my first reply and group acceptance request from the leader of
the group (a very fond welcome indeed, for those of you who can identify him from this). At that
moment, the path my life had begun to take reached a new intersection, one that would open the door
to a mind-boggling new genesis

... to be continued.
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CHAPTER

6

The Hacker’s Technology Handbook

The Hacker’s Technology Handbook contains a collection of the key concepts vital to forming a
hacker’s knowledge foundation. Traditionally, learning to hack takes many years of trial and error,
technology reference absorption, and study time. This chapter, dong with the primers given in
Chapters 1 through 3, is designed to be used as a quick reference to that same material, and with
review, can reduce that learning curve down to the time it takes to go through this book.

Each section in this chapter corresponds with a step on the path to achieving the basics of a hacker’s
education and knowledge. The topics covered include networking concepts, networking
technologies, protocols, and important commands. Hacker coding fundamentals are covered in the
next chapter.

Networ king Concepts

Open Systems I nterconnection Model

The International Standards Organization (1SO) developed the Open Systems Interconnection (OSl)
Model to describe the functions performed during data communications. It is important to recognize
the seven layers that make up the OSI model (see Figure 6.1) as separate entities that work together
to achieve successful communications. This approach helps divide networking complexity into
manageable layers, which in turn allows specialization that permits multiple vendors to develop new
products to target a specific area. This approach also helps standardize these concepts so that you can
understand all of this theory from one book, as opposed to hundreds of publications.

Layer 7: Application. Providing the user interface, this layer brings networking to the
application, performs application synchronization and system processes. Common services
that are defined at this layer include FTP, SMTP, and WWW.

Layer 6. Presentation. Appropriately named, this layer is responsible for presenting data to
layer 7. Data encoding, decoding, compression, and encryption are accomplished at this
layer, using coding schemes such as GIF, JPEG, ASCII, and MPEG.

Layer 5: Session. Session establishment, used at layer 6, is formed, managed, and terminated
by this layer. Basically, this layer defines the data coordination between nodes at the
Presentation layer. Novell service access points, discussed in Chapter 2 and N&BEUI are
protocols that function at the Session layer.

Layer 4: Transport. TCP and UDP are network protocols that function at this layer. For that
reason, this layer is responsible for reliable, connection-oriented communication between
nodes, and for providing transparent data transfer from the higher levels, with error recovery.
Layer 3. Network. Routing protocols and logical network addressing operate at this level of
the OSI model. Examples of logical addressing include IP and IPX addresses. An example of
a routing protocol defined at this layer is the Routing Information Protocol (RIP; discussed
later).

Layer 2: Data Link. Thislayer provides the reliable transmission of data into bits across the
physical network through the Physical layer. This layer has the following two sublayers:
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MAC: This sublayer is responsible for framing packets with a MAC address, for error
detection, and for defining the physical topology, whether bus, star, or ring (defined in
Chapter 3).

LLC: This sublayer’s main objective is to maintain upper-layer protocol standardization by
keeping it independent over differing local area networks (LANS).

Layer 1. Physical. Also appropriately named, the Physical layer isin charge of the electrical
and mechanical transmission of bits over a physical communication medium. Examples of
physical media include net-

Application

Fresentation

Session

Transport

Metwork

Data Link

Physical

Figure 6.1 The seven layers of the OSI model.

work interface cards (NICs), shielded or unshielded wiring, and topologies such as Ethernet
and Token Ring.

Cable Types and Speeds versus Distances

As part of the lowest-layer design specifications, there are a variety of cable types used in
networking today. Currently, categories 3 and 5 (illustrated in Figure 6.2) are among the most
common types used in local area networks. Regardless of cable type, however, it is important to note
the types and speeds versus distances in design; these are shown in Table 6.1.

r F

e e

Figure 6.2 Categories 3 and 5 cable types.

Table 6.1 Transmission Speeds and Interface Types versus Distance

TRANSMISSION DISTANCE
SPEED (IN BPS) (IN FEET)
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2400
4800
9600
19,200
38,400

56,000

INTERFACE

TYPE
ISDN PRI
ISDN BRI
T1

HSSI
0C3
0OC12

SPEED
(IN MBPS)

10
10
10
100
100
100

Decimal, Binary, and Hex Conversions

Decimal

200
100
50
25
12
8.6
SPEED

(PER SECOND)

1.536 MB
128 KB
1.544 MB
52 MB
155.52 MB

622 MB

CABLE TYPE

Coaxial
Category 3
Fiber
Category 5
Fiber

Fiber

DUPLEX
HALF/FULL

Half
Both
Both
Both
Half

Full

DISTANCE
(IN FEET)

50
328
6500
328
1312
6500

Data entered into applications running on a computer commonly use decimal format. Decimals are
numbers we use in everyday life that do not have to have a decimal point in them, for example, 1, 16,
18, 26, and 30—any random number.
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First Octet
MIC Assigned Class C. 206.0.125.0

Metwork Host

Figure 6.3 1P address example.

Binary

When decimal numbers are entered into the computer, the system converts these into binary format,
Os and 1s, which basically correlate to electrical charges—charged versus uncharged. |P addresses,
for example, are subnetted and calculated with binary notation. An example of an IP address with 24
bits in the mask is shown in Figure 6.3.

The first octet (206) indicates a Class C (Internet-assigned) IP address range with the format
networ k.network.network.host, with a standard mask binary indicating 255.255.255.0. This means
that we have 8 bits in the last octet for hosts.

The 8 hits that make up the last, or fourth, octet are understood by infrastructure equipment such as
routers and software in the following manner:

Bit; 1 2 3 4 5 6 7 8
Vaue 128 64 32 16 8 4 2 1 = 255 (254 usable hosts)

In this example of a full Class C, we only have 254 usable IP addresses for hosts;, 0 and 255 cannot
be used as host addresses since the network number is 0 and the broadcast address is 255.

Note that when a bit is used, we indicate it with a 1:

3 Bits: 1 1 1
Value: 128 64 32 16 8 4 2 1

When a bit is not used, we indicate this with a 0O:

3 Bits: 0 0 0
Vaue; 128 64 32 16 8 4 2

Asaresult:

3 Bits: 1 1 1 0 0 0
Value: 128 64 32 16

We add the decimal value of the used hits: 128 + 64 + 32 = 224. This means that the binary value
11100000 equates to the decimal value 224.

DECIMAL BINARY

224 11100000
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Hex
The hexadecimal system is aform of binary shorthand. Internetworking equipment such as routers
use this format while formulating headers to easily indicate Token Ring numbers, bridge numbers,
networks, and so on, to reduce header sizes and transmission congestion. Typically, hex is derived
from the binary format, which is derived from decimal. Hex was designed so that the 8 bitsin the
binary 11100000 (Decimal=224) will equate to only two hex characters, each representing 4 bits.
To clarify, take alook at the binary value for 224 again:

1110000
In hex, we break this 8-bit number into 4-bit pairs:

11100000

Each bit in the 4-bit pairs has a decimal value, starting from left to right: 8 then 4 then 2 then 1 for
the last bit:

8421 8421
1110 0000

Now we add the bits that are ‘*on,” or that have a 1 in each of the 4-bit pairs:

8421=8+4+2+0=14 8421=0+0+0+0=0
1110 0000

In this example, the decimal values that represent the hex characters in each of the 4-bit pairs are 14
and 0. To convert these to actual hex, use Table 6.2. Using this chart, the hex conversion for the
decimals 14 and 0 (14 for the first 4-bit pair and O for the second 4-bit pair) = €0.

Let's ook at one more example: We'll convert the decimal number 185 to binary:

Bitss 1 0 1 1 1 0 0 1
Vaue: 128 64 32 16 8 4 2 1=185
Binary for 185: 10111001 (bits indicated
above)
Table 6.2 Decimal-to-Hex Conversion Table
DECIMAL HEX DECIMAL HEX
0 0 8 8
1 1 9 9
2 2 10 a
3 3 11 b
4 4 12 c
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5 5 13 d
6 6 14 e

7 7 15 f

Then we'll convert the binary number 10111001 indicated , to hex, which we break into 4-bit pairs:
1011 1001

Each bit in the 4-bit pairs has a decimal value, starting from left to right: 8 then 4 then 2 then 1 for
the last bit:

84218421
10111001

Now we add the bitsthat have a1 in each of the 4-bit pairs:

8421=8+0+2+1=11 8421=8+0+0+1=9
1011 1001

Using the hex chart, the hex conversion for the decimals 11 and 9 (11 for the first 4-bit pair and 9 for
the second 4-hit pair) = b9, as shown here:

DECIMAL BINARY HEX
185 10111001 b9
224 11100000 €0

For quick reference, refer to Table 6.3 for decimal, binary, and hex conversions.

Table 6.3 Decimal, Binary, Hex Conversion Table

DECIMAL BINARY HEX
0 0000 0
1 0001 1
2 0010 2
3 0011 3
4 0100 4
5 0101 5
6 0110 6
7 0111 7
8 1000 8
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10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

35
36

1001

1010

1011

1100

1101

1110

1111

0001 0000
0001 0001
0001 0010
0001 0011
0001 0100
0001 0101
0001 0110
0001 0111
0001 1000
0001 1001
0001 1010
0001 1011
0001 1100
0001 1101
0001 1110
0001 1111
0010 0000
0010 0001
0010 0010
0010 0011
0010 0100
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10
11
12
13
14
15
16
17
18
19
la
1b
1c
1d
le
1f

20
21
22
23
24



37
38
39
40
41
42
43

45
46
47
48
49
50
51
52
53

55
56
57
58
59
60
61
62
63

0010 0101
0010 0110
0010 0111
0010 1000
0010 1001
0010 1010
00101011
0010 1100
0010 1101
00101110
00101111
0011 0000
0011 0001
0011 0010
0011 0011
0011 0100
0011 0101
0011 0110
0011 0111
0011 1000
0011 1001
0011 1010
0011 1011
0011 1100
0011 1101
0011 1110
00111111
0100 0000
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25
26
27
28
29
2a
2b
2C
2d

2e

30
31
32
33

35
36
37
38
39
3a
3b
3c
3d

3e



65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82

83

85
86
87
88
89
90
91
92

0100 0001
0100 0010
0100 0011
0100 0100
0100 0101
0100 0110
0100 0111
0100 1000
0100 1001
0100 1010
0100 1011
0100 1100
0100 1101
0100 1110
0100 1111
0101 0000
0101 0001
0101 0010
0101 0011
0101 0100
0101 0101
0101 0110
0101 0111
0101 1000
0101 1001
0101 1010
0101 1011
0101 1100
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41

42

46
47

49

4b

&

&

4f

50
51
52

53

55
56
57
58
59
5a
5b

5c



93

94

95

96

97

98

99

100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120

0101 1101
0101 1110
0101 1111
0110 0000
0110 0001
0110 0010
0110 0011
0110 0100
0110 0101
01100110
01100111
0110 1000
0110 1001
01101010
0110 1011
01101100
01101101
01101110
01101111
0111 0000
0111 0001
0111 0010
0111 0011
0111 0100
0111 0101
0111 0110
0111 0111
0111 1000
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5d
5e
5f

60
61
62
63

65
66
67
68
69
6a
6b
6C
6d
6e
6f

70
71
72
73
74
75
76
77
78



121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148

0111 1001
0111 1010
01111011
0111 1100
0111 1101
01111110
01111111
1000 0000
1000 0001
1000 0010
1000 0011
1000 0100
1000 0101
1000 0110
1000 0111
1000 1000
1000 1001
1000 1010
1000 1011
1000 1100
1000 1101
1000 1110
1000 1111
1001 0000
1001 0001
1001 0010
1001 0011
1001 0100
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79
7a
7b
7c
7d
7e
7f

80
81
82

83

85
86
87
88
89
8a
8b
8c
ad
8e

90
91
92
93
94



149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176

1001 0101
1001 0110
1001 0111
1001 1000
1001 1001
1001 1010
1001 1011
1001 1100
1001 1101
1001 1110
1001 1111
1010 0000
1010 0001
1010 0010
1010 0011
1010 0100
1010 0101
1010 0110
1010 0111
1010 1000
1010 1001
1010 1010
1010 1011
1010 1100
1010 1101
1010 1110
10101111
1011 0000

161

95
9%
97
98
99
9a
%

9c

2 8 8 8 & 8 B &8 % & & R & R R B %

o
o



177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204

1011 0001
1011 0010
1011 0011
1011 0100
1011 0101
1011 0110
1011 0111
1011 1000
1011 1001
1011 1010
1011 1011
1011 1100
1011 1101
1011 1110
10111111
1100 0000
1100 0001
1100 0010
1100 0011
1100 0100
1100 0101
1100 0110
1100 0111
1100 1000
1100 1001
1100 1010
1100 1011
1100 1100
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bl
b2
b3

b5
b6
b7
b8
b9
ba
bb
bc
bd
be
bf

c0
cl

c2

R

cb6

c/

c9

cb

cc



205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232

1100 1101
1100 1110
1100 1111
1101 0000
1101 0001
1101 0010
1101 0011
1101 0100
1101 0101
1101 0110
11010111
1101 1000
1101 1001
1101 1010
1101 1011
1101 1100
1101 1101
1101 1110
11011111
1110 0000
1110 0001
1110 0010
1110 0011
1110 0100
1110 0101
11100110
11100111
1110 1000
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cd

ce

do
di
d2
d3
d4
d5
dé
d7
ds
do
da
db
dc
dd
de

2 o

5 & * B R 2
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233 1110 1001
234 1110 1010
235 1110 1011

€9
ea
eb
236 1110 1100 €c
ed
ee
ef

237 1110 1101

238 1110 1110

239 11101111

240 1111 0000 fO
241 1111 0001 f1
242 1111 0010 f2
243 1111 0011 f3
244 1111 0100 f4
245 1111 0101 5
246 1111 0110 f6
247 11110111 f7
248 1111 1000 f8
249 1111 1001 f9
250 1111 1010 fa
251 1111 1011 fb
252 1111 1100 fc
253 1111 1101 fd
254 1111 1110 fe
255 11111111 ff

Protocol Performance Functions

To control the performance of session services, distinctive protocol functions were developed and
utilized to accommodate the following communication mechanics:

Maximum Transmission Unit (M TU). The MTU is smply the maximum frame byte size

that can be transmitted from a network interface card (NIC) across a communication medium.
The most common standard MTU sizes include:
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Ethernet 1500
Token Ring 4464
FDDI 4352
ISDN 576

SLIP 1006
PPP 1500

Handshaking. During a session setup, the handshaking process provides control information
exchanges, such as link speed, from end to end.

Windowing. With this function, end-to-end nodes agree upon the number of packets to be
sent per transmission, called the window size. For example, with a window size of three, the
source station will transmit three segments, and then wait for an acknowledgment from the
destination. Upon receiving the acknowledgment, the source station will send three more
segments, and so on.

Buffering. Internetworking equipment such as routers use this technique as memory storage
for incoming requests. Requests are alowed to come in as long as there is enough buffer
space (memory address space) available. When this space runs out (buffers are full), the
router will begin to drop packets.

Sour ce Quenching. In partnership with buffering, under source quenching, messages sent to
a source node as the receiver’s buffers begin to reach capacity. Basicaly, the receiving router
sends time-out messages to the sender aerting it to slow down until buffers are free again.
Error Checking. Error checking is typicaly performed during connection-oriented sessions,
in which each packet is examined for missing bytes. The primary values involved in this
process are checksums. With this procedure, a sending station calculates a checksum value
and transmits the packet. When the packet is received, the destination station recal culates the
value to see if there is a checksum match. If a match is made, the receiving station processes
the packet; if, on the other hand, there was an error in transmission, and the checksum
recalculation does not match, the sender is prompted for packet retransmission.

Networ king Technologies

Media Access Control Addressing and Vendor Codes

As discussed in previous chapters, the media access control (MAC) address is defined in the MAC
sublayer of the Data Link layer of the OSI model. The MAC address identifies the physical hardware
network interface and is programmed in read-only memory (ROM). Each interface must have a
unique address in order to participate on communication mediums, primarily on its local network.
MAC addresses play an important role in the IPX protocol as well (see Chapter 2). The address itself
IS 6 bytes, or 48 hits, in length and is divided in the following manner:

The first 24 bits equals the manufacturer or vendor code.
The last 24 bits equals a unique serial number assigned by the vendor.

The manufacturer or vendor code is animportant indicator to any hacker. This code facilitates target
station discovery, as it indicates whether the interface may support passive mode for implementing a
stealth sniffer, which programmable functions are supported (duplex mode, media type), and so on.
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During the discovery phase of an analysis, refer to the codes listed in Appendix G on page 877 when
analyzing MAC vendor groups in sniffer captures.

Ethernet

For quick frame resolution reference during sniffer capture analyses, refer to the four Ethernet frame
formats and option specifications shown in Figure 6.4. Their fields are described here:

Preamble. Aids in the synchronization between sender and receiver(s).
Destination Address. The address of the receiving station.
Sour ce Address. The address of the sending station.

Frame Type. Specifies the type of datain the frame, to determine which protocol software module
should be used for processing. An Ethernet type quick reference is given in Table 6.4.

Ethernet [1 Frame Format

Prearnble | Destination | Source | Frame Frame Data CRC
Address | Address | Type

Ethernet 8022 Frame Formet

Destination | Souwrce Frame |DSAR | SSAF | CTRL Frame Data CRC
Preamble Address | Address | Length

Ethernet 8302.3 Frame Format

Preammble | Destination | Source | Frame B02.2 or SNAP Header CREG
Address | Address | Length

Ethernet SNAP Frame Formnat

Preamble | Destination | Sowrce | Frame | DSAP | SSAP | CTRL | Ethemet Diata CRC
Address | Address | Length Ay Ay Type

Figure 6.4 Ethernet frame formats.

Table 6.4 Ethernet Type Reference

ETHERNET ETHERNET

DECIMAL HEX DECIMAL OCTAL DESCRIPTION

0000 0000-05DC - - IEEE8B02.3 Length
Field

0257 0101-01FF — - Experimental

0512 0200 512 1000 XEROX PUP

0513 0201 - - PUP Address
Translation
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1536

2048
2049
2050
2051
2052
2053
2054
2055
2056
2076
2184

2304

2560

2561

2989
2990
2991
4096
4097

5632
16962

21000

0400
0600
0660
0661
0800
0801
0802
0803
0804
0805
0806
0807
0808
081C
0888-088A

0900

0A00

0AO01

OBAD
OBAE
OBAF

1000
1001-100F

1600
4242

5208

1536

167

3000

Nixdorf

XEROX NSIDP
DLOG

DLOG

Internet 1P (1Pv4)
X.75 Internet
NBS Internet
ECMA Internet
Chaosnet
X.25Leve 3
ARP

XNS Compatability
Frame Relay ARP
Symbolics Private
Xyplex

Ungermann-Bass Net
Debugger

Xerox |EEE802.3 PUP

PUP Address
Translation

Banyan VINES
VINES Loopback
VINES Echo
Berkeley Trailer nego

Berkeley Trailer
encap/IP

Vaid Systems

PCS Basic Block
Protocol

BBN Simnet



24576

24577

24578

24579

24580
24581

24582

24583
24584
24586
25944
25945

28672

28674

28704
28720
28724
32771
32772
32773
32774
32776
32784
32787

6000

6001

6002

6003

6004
6005

6006

6007
6008-6009
6010-6014
6558
6559

7000

7002

7020-7029
7030
7034
8003
8004
8005
8006
8008
8010
8013
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DEC Unassigned
(Exp.)

DEC MOP
Dump/Load

DEC MOP Remote
Console

DEC DECNET Phase
IV Route

DEC LAT

DEC Diagnostic
Protocol

DEC Customer
Protocol

DEC LAVC, SCA
DEC Unassigned
3Com Corporation
Trans Ether Bridging
Raw Frame Relay

Ungermann-Bass
download

Ungermann-Bass
dialloop

LRT

Proteon
Cabletron
Cronus VLN
Cronus Direct
HP Probe
Nestar

AT&T
Excelan

SGI Diagnostics



32788 8014 — - SGI Network Games

32789 8015 - - SGI Reserved

32790 8016 — — SGI Bounce Server

32793 8019 - - Apollo Domain

32815 802E — - Tymshare

32816 802F — - Tigan, Inc.

32821 8035 — - Reverse ARP

32822 8036 - - Aeonic Systems

32824 8038 - - DEC LANBridge

32825 8039-803C — - DEC Unassigned

32829 803D — - DEC Ethernet
Encryption

32830 803E — - DEC Unassigned

32831 803F — - DEC_ LAN Traffic
Monitor

32832 80408042 — - DEC Unassigned

32836 8044 — - Planning Research
Corp.

32838 8046 - - AT&T

32839 8047 — - AT&T

32841 8049 — - ExperData

32859 805B — — Stanford V Kernel
exp.

32860 805C — — Stanford V Kernel
prod.

32861 805D — — Evans & Sutherland

32864 8060 — - Little Machines

32866 8062 - - Counterpoint
Computers

32869 8065 — - Univ. of Mass. @
Amherst

32870 8066 - - Univ. of Mass. @

169



32871

32872
32873
32874
32876
32877

32878

32890
32891
32892

32893

32896
32897

32923
32924
32927
32931
32932

32960

32964
32965
32966
32967

32968

8067

8068
8069
806A
806C
806D

806E-8077

807A
807B
807C

807D-807F

8080

8081-8083

809B
809C—-809E
809F
80A3
80A4-80B3

80C0-80C3

80C4
80C5
80C6
80C7

80C8-80CC
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Amherst

Veeco Integrated
Auto.

General Dynamics
AT&T

Autophon
ComDesign
Computgraphic Corp.

Landmark Graphics
Corp.

Matra
Dansk Data Elektronik
Merit Internodal

Vitalink
Communications

Vitalink TransLAN 111

Counterpoint
Computers

Appletalk
Datability
Spider Systems Ltd.
Nixdorf Computers

Siemens Gammasonics
Inc.

DCA Data Exchange
Cluster

Banyan Systems
Banyan Systems
Pacer Software
Applitek Corporation

Intergraph Corporation



32973
32975
32979

32981

32989
32990

32992
32996
33010
33011

33012

33015
33023

33031
33072

33073

33074

33079
33081

33100

80CD—-80CE
80CF-80D2
80D3-80D4

80D5

80DD
80DE-80DF

80EO-80E3
80E4—-80F0
80F2
80F3

80F4-80F5

80F7
80FF-8103

81078109
8130

8131

81328136

81378138
8139-813D
8148

8149

814A
814C
814D
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Harris Corporation
Taylor Instrument

Rosemount
Corporation

IBM SNA Serviceon
Ether

Varian Associates

Integrated Solutions
TRFS

Allen-Bradley
Datability
Retix

AppleTalk AARP
(Kinetics)

Kinetics
Apollo Computer

Wellfleet
Communications

SymbolicsPrivate

Hayes
Microcomputers

VG Laboratory
Systems

Bridge
Communiceations

Novdll, Inc.
KTI
Logicraft

Network Computing
Devices

AlphaMicro
SNMP

BIIN



814E

814F

8150
81518153

815C-815E

81648166

817D

817E

8180

8181

8182

8183

8184-818C
818D
819A-81A3
81A4

81A5-81AE

81B7-81B9
81CC-81D5
81D6-81DD
81E6-81EF
81F0-81F2
81F3-81F5
81F6-81F8
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BIIN

Technically Elite
oncept

Rationa Corp
Qualcomm

Computer Protocol Pty
Ltd

Charles River Data
System

XTP

SGI/Time Warner
prop.

HIPPI-FP
encapsulation

STP, HIPPI-ST

Reserved for HIPPI—
6400

Reserved for HIPPI—
6400

Silicon Graphics prop.
Motorola Computer
Qualcomm

ARAI Bunkichi

RAD Network
Devices

Xyplex

Apricot Computers
Artisoft

Polygon

Comsat Labs
SAIC

VG Aralytical



34543

34667
34668

34669

36864

8203-8205
82218222

823E-8240

827F-8282
8263-826A

829A-8298B
829C-82AB

82AC—-8693

8694-869D

869E-86A1

86A3-86AC

86DB
86DE
86DD
86DF
86E0—86EF
87008710
876B
876C

876D
880B
8847
8848
8A96-8A97
9000
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Quantum Software

Ascom Banking
Systems

Advanced Encryption
Syste

Athena Programming

Charles River Data
System

Inst Ind Info Tech
Taurus Controls

Walker Richer &
Quinn

|dea Courier

Computer Network
Tech

Gateway
Communiceations

SECTRA

Delta Controls

IPv6

ATOMIC

Landis & Gyr Powers
Motorola

TCP/1P Compression

IP Autonomous
Systems

Secure Data

PPP

MPLS Unicast
MPLS Multicast
Invisible Software

L oopback



36865

36866

36867

65280

65535

9001 — - 3Com (Bridge) XNS
Sys Mgmt

9002 — - 3Com (Bridge) TCP-
IPSys

9003 — - 3Com (Bridge) loop
detect

FFOO - - BBN VITAL-
LanBridge cache

FFOO—FFOF — - ISC Bunker Ramo

FFFF - - Reserved

Frame Length. Indicates the data length of the frame.

DSAP (Destination Service Access Point). Defines the destination protocol of the frame.
SSAP (Sour ce Service Access Point). Defines the source protocol of the frame.

DSAP/SSAP AA. Indicates thisis a SNAP frame.

CTRL. Control field.

Ethernet Type. Indicates the data length of the frame.

Frame Data. Indicates the data carried in the frame, based on the type latent in the Frame
Type fied.

Cyclic Redundancy Check (CRC). Helps detect transmission errors. The sending station
computes a frame value before transmission. Upon frame retrieval, the receiving station must
compute the same value based on a complete, successful transmission.

The chart in Figure 6.5 lists the Ethernet option specifications as they pertain to each topology, data
transfer rate, maximum segment length, and media type. This chart can serve as a quick reference
during cable breakout design.
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Ethernet Option Specifications
Ethernet 10Base2 10Basze5 10BaseT 10BaseFL 100BaseT
Topology Bus Bus Bus Star Pi-to-Pt Bus
Data
Transfer 10 Mbps 10 Mbps 10 Mbps 10 Mbps 10 Mbps 100 Mbps
Rate
Maximum
Segment 500 Meters 185 Meters 500 Meters 100 Meters 2,100 Meters 100 Metars
Length
Media Unshielded Unshiglded
Thick Coax Thin Coax Thick Coax Twisted Fiber Optic Twisted
Type Pair Pair

Figure 6.5 Ethernet option specifications for cable design.

Start Delimiter Access Control End Delimiter

Figure 6.6 The Token Frame format.
Token Ring

For quick frame resolution reference during sniffer capture analyses, refer to the two Token Ring
frame formats, Token Frame and Data/Command Frame, shown in Figures 6.6 and 6.7, respectively.

A Token Frame consists of Start Delimiter, Access Control Byte, and End Delimiter fields, described
here:

Start Ddlimiter. Announces the arrival of atoken to each station.
Access Control. The prioritization vaue field:

000 Normal User Priority
001 Normal User Priority
010 Normal User Priority
011 Normal User priority
100 Bridge/Router
101 Reserved IBM
110 Reserved IBM
111 Station Management

End Ddlimiter. Indicates the end of the token or data/command frame.
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The Data/Command Frame format is composed of nine fields, defined in the following list.

Start Ddlimiter. Announces the arrival of atoken to each station.
Access Control. The prioritization value field:

000 Normal User Priority
001 Normal User Priority

Start Access | Frame Destination Source Frame End Frame Status
Delimiter | Conteol | Contral Address Address | Data Check Delirmiter
Sequence

Figure 6.7 The DatalCommand Frame format.

010 Normal User Priority
011 Normal User priority
100 Bridge/Router
101 Reserved IBM
110 Reserved IBM
111 Station Management

Frame Control. Indicates whether data or control information is carried in the frame.
Destination Address. A 6-byte field of the destination node address.

Source Address. A 6-byte field of the source node address.

Data. Contains transmission data to be processed by receiving station.

Frame Check Sequence (FCS). Similar to a CRC (described in Chapter 3), the source
station calculates a value based on the frame contents. The destination station must
recalculate the value based on a successful frame transmission. The frame is discarded if the
FCS of the source and destination do not match.

End Ddimiter. Indicates the end of the Token or Data/lCommand frame.

Frame Status. A 1-byte field specifying a data frame termination, and address-recognized
and frame-copied indicators.

Token Ring and Source Route Bridging

When analyzing Token Ring source route bridging (SRB) frames, it is important to be able to
understand the frame contents to uncover significant route discovery information. To get right down
to it, in this environment, each source station is responsible for preselecting the best route to a
destination (hence the name source route bridging). Let’s investigate a real- world scenario and then
analyze the critical frame components (see Figure 6.8).

Assuming that Host A is required to preselect the best route to Host B, the steps are as follows:

1. Host A first sends out a local test frame on its local Ring 0x25 for Host B. Host A assumes
that Host B islocal, and thus transmits a test frame on the local ring.

2. Host A sends out an explorer frame to search for Host B. No response from Host B triggers
Host A to send out an explorer frame (with the first bit in MAC address or multicast bit set to
1) in search for Host B. Each bridge will forward a copy of the explorer frame. As Host B
receives
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Figure 6.8 Token Ring source route bridging scenario.

each explorer, it will respond by adding routes to the frame from the different paths the
particular explorer traveled from Host A.

3. Host A has learned the different routes to get to Host B. Host A will receive responses from
Host B with two distinct routes:

Ring 0x25 to Bridge 0xA to Ring 0x26 to Bridge 0xB to Ring 0x27 to Host B
Ring 0x25 to Bridge 0xC to Ring 0x28 to Bridge 0xD to Ring 0x27 to Host B

Communication will begin, as Host A knows how to get to Host B, typically choosing the first route
that was returned after the explorer was released. In this case, the chosen router would be Route 1:
Ring 0x25 to Bridge OxA to Ring 0x26 to Bridge 0xB to Ring 0x27 to Host B.

Let’s examine two significant fields of our new Token Ring frame, shown in Figure 6.9, and defined
here:

Route Information Indicator (RI1). When this bit is turned on (set to 1), it indicates that the
frame is destined for another network, and therefore includes a route in the Route Information

Field (RIF).
Arcess Frame Destination Route Source Roule
Control Control Address Information | Address | Information Data CRC
Indicator Field (RIF)
(R

Figure 6.9 New Token Ring Frame format.
Route Information Field (RIF). The information within this field is critical, as it pertains to

the route this frame will travel to reach its destination. Let's examine the RIF subfields and
then compute them in our previous example in Figure 6.10.
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The RIF will contain the following fields: Routing Control and three Route Descriptors.

Routing Control. This field is broken down into the following five segments (see Figure
6.11):

Type. Indicates one of three types of routesin the frame:
000: Specific Route (asin our example).

110: Single Route Broadcast/Spanning Tree Explorer (for example, as used by NetBIOS); only
bridges in local spanning tree will forward this.

100: All Routes Explorer (as used by the National Security Agency [NSA]); an all routes broadcast.
Length. Indicates the total RIF size (2 to 18).

Direction. A result of the frame's direction, forward or backward; specifies which direction the RIF
should be read (O=left to right, 1=right to left).

MTU. Specifiesthe MTU in accordance to each receiving node along the path:
000-516 and lower

001-1500 (Ethernet standard)

010-2052

0114472 (Token Ring standard)

Routing Contral Route Descrptor Route Descriptor Route Descriptor

Figure6.10 The RIF subfields.

Type (3 bits) Length (5 bits) Direction MTU 4 bits (nol used)
(1 bit) (3 bits)

Figure6.11 Routing Control segments.
1008144

101-11407

110-17800

111: For al broadcast frames only

Route Descriptor. This field is broken down into two segments. Ring Number and Bridge
Number.
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Now we're ready to compute the RIF we should see in the previous scenario. To summarize:
Communication will begin, as Host A knows how to get to Host B, with the following chosen route:

Given from Figure 6.12:

A

1=_
Station

Brndge OxC

Bridge OxB Bridge 0xD

B
| Station I

Figure6.12 Given RIF route.
A to (Ring 0x25 to Bridge 0xA) to (Ring 0x26 to Bridge 0xB) to (Ring 0x27) to B.

The three sets of parentheses indicate the information that correlates with the three Route Descriptor
fieldsin our RIF.

RIF: Host A to (Ring 0x25 to Bridge 0xA) to (Ring 0x26 to Bridge 0xB) to (Ring 0x27) to
Host B.

In this scenario, our RIF calculation will include the following hexadecimal values (see Figure 6.13).
From this analysis, we can conclude that as Host A travels to Host B using the route Host A to (Ring
0x25 to Bridge 0xA) to (Ring 0x26 to Bridge 0xB) to (Ring 0x27) to Host B, the RIF would consist

of the following values in hex:

0830.025A.026B.0270
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0830.025A.026B.0270

0830 0254 0263 0270

AN

TTTL LLLL DMAM G000

Values: TTT = Frame Tvpe, in this case Specific (000)
LLLL = Length (8 bis)
13 = Dhrection (0)
MMM = MTU(011)
000 = not used (always G000)

Binary: 0000, 1000001 10000
AWV

Converted to Hex: D830

025A 0268 0270

Ring Bridge #'s already in Hex: (Ring 0x25 Bridge ANRing 0526, Bradge B, (Ring 0x27)

Figure 6.13 RIF hexadecimal value calculation.

MAC: 000.0d14.col5
A

Stanon

Bridee UxA Bridge UxC

Ethemet Segment

Br |-.|:_'c D

Hlul-:'c xB

B

MAC: 0000 25b8 cbed

Figure6.14 Step 1, the given SR/TLB scenario.
Token Ring and Source Route Translational Bridging

With source route tranglational bridging (SR/TLB), internetworks can translate between different
media by bridging between them. Here, the SR in SR/TLB indicates source route bridging (Token
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Ring) and the TLB indicates transparent bridging (Ethernet). When combining these technol ogies
into one bridging protocol, they become source route trandational bridging. For example, aframe
containing a RIF would trigger the bridge to perform source routing, while no RIF could indicate
otherwise.

The real showstopper in a scenario such asthisis that Token Ring and Ethernet use different bit
ordersin 48-bit MAC addressing. Basically, Ethernet reads all bits in each byte from left to right, or
canonical order, while Token Ring reads the bits in each byte from right to left, or noncanonical
order.

To clarify this ssimple conversion, we'll break it down into the following four steps:
Given the target Station B Ethernet MAC address (0000.25b8chc4), Station A is transmitting a frame

to Station B (see Figure 14).What would the stealth sniffer capture as the destination MAC address
on Ring 0x25?

Hex: 0000.25b8.cbcd

/}BD /}U /2; fbﬂ-\ 1:‘:\ E:\\

0000 GOO0  ODOO DO0D  DOLOD DRODL 1011 1000 1100 1011 1100 0100

Figure6.15 Step 2, converting Station B’s MAC address to binary.

2. The bit order trandation for this scenario is very simple. Let’s take a look at Station B’s
MAC address as it appears on its own Ethernet segment, and convert it to binary (see Figure
6.15).

3. Next, we'll reverse the order of each of the six 8hit bytes to the noncanonical order (see
Figure 6.16).

4. Findly, we convert the newly ordered bytes back into hex format (see Figure 6.17).

Presto! Given the target Station B Ethernet MAC address (0000.25b8cbc4), where Station A is
transmitting a frame to Station B, the stealth sniffer capture (on the Token Ring side) would have the
destination MAC address (for Station B) of 0000.a41d.d323.

To recapitulate:

1. Station B’s MAC on the Ethernet segment (in hex): 0000.25b8cbc4
2. Station B’'s MAC on the Ethernet segment (binary conversion from hex in stepl):

00000000.00000000.00100101.10111000.11001011.11000100

Hex: 0000.25b8.ched

0 0o 25 b8 ch cd
Y LATAT YN
' '
0000 000D 0000 0000 0010 D101 1011 1000 100 1011 1100 0100

All peres, no change

- - =

0000 0000 DODO QD00 1010 01040 0001 1101 1101 0011 0010 0011
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Figure6.16 Step 3, reversing the bit order.

Hex: 0000.25b8.chcd

o0 00 25 b8 cb c4
: / \. \\ \
/? // / tf
Q000 0000 0000 0000 0010 0101 1011 1000 1100 1011 1100 0100

All zeros, no change

0000 000D DO0OD DDOD 1010 i.:lII'J-I:I IZI.."IJI J.1l..'-l llIJl IJIZI11 o010 EIJJ.l

Hex: 0000.a41d.d323

Figure 6.17 Step 4, converting bytes back into hex.
3. Station B’'s MAC on the Token Ring side (noncanonical order from binary in step 2):
00000000.00000000.10100100.00011101.11010011.00100011

4. Station B’s MAC on the Token Ring side (hex conversion from new binary in step 3):
0000.a41d.d323

Fiber Distributed Data | nterface

The Fiber Distributed Data Interface (FDDI) uses dual, counter rotating rings with stations that are
attached to both rings. Two ports on a station, A and B, indicate where the primary ring comes in and
the secondary ring goes out, and then where the secondary ring comes in, and the primary goes out,
respectively. Stations gain access to the communication medium in a predetermined manner. In a
process aimost identical to the standard Token Ring operation, when a station is ready for
transmission, it captures the Token and sends the information in FDDI frames (see Figure 6.18). The
FDDI format fields are defined as follows:

Start Frame | Destination | Source Frame End Frame
Preamble | Delimiter | Control Address Address Data Check Delimiter Status
Sequence

Figure 6.18 FDDI frame format.

Preamble. A sequence that prepares a station for upcoming frames.
Start Delimiter. Announces the arrival of atoken to each station.
Frame Control. Indicates whether data or control information is carried in the frame.
Destination Address. A 6-byte field of the destination node address.
Source Address. A 6-byte field of the source node address.
Data. Contains transmission data to be processed by receiving station.
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Frame Check Sequence (FCS). Similar to a CRC, the source station calculates a value based
on the frame contents. The destination station must recalculate the value based on a
successful frame transmission. The frame is discarded if the FCS of the source and
destination do not match.

End Ddimiter. Indicates the end of the frame.

Frame Status. Specifies whether an error occurred and whether the receiving station copied
the frame.

FDDI communications work using symbols that are allocated in 5-bit sequences; they formulate one
byte when taken with another symbol. This encoding sequence provides 16 data symbols, 8 control
symbols, and 8 violation symbols, as shown in Table 6.5.

Table6.5 FDDI Encoding Sequence Symbols

SYMBOLS BIT STREAM

Data Symbols

0 (binary 0000) 11110

1 (binary 0001) 01001

2 (binary 0010) 10100

3 (binary 0011) 10101

4 (binary 0100) 01010

5 (binary 0101) 01011

6 (binary 0110) 01110

7 (binary 0111) 01111

8 (binary 1000) 10010

9 (binary 1001) 10011

A (binary 1010) 10110

B (binary 1011) 10111
C (binary 1100) 11010
D (binary 1101) 11011
E (binary 1110) 11100
F (binary 1111) 11101

Control Symbols
Q 00000

H 00100
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11111

J 11000
K 10001
T 01101
R 00111
S 11001
Violation Symbols

VorH 00001
V orH 00010
\% 00011
\% 00101
\Y 00110
VorH 01000
\% 01100
VorH 10000

Routing Protocols

This section is designed to serve as a quick reference to specifications and data to help analyze
captures during a sniffer analysis, as well as to help build a target InfoBase during the discovery
phase of a security analysis.

Distance Vecton Link State
Fath Determination (Meliic) Hop count Best path
Routing Updates Entire table at intervals Partial when necessary
Neighhor Router Identification Mone Included
Metiic Algorithm Bellman-Fard Lykstra

Figure 6.19 Comparing Distance Vector Link State protocol specifications.

Distance Vector versus Link State Routing Protocols

The primary differences between Distance Vector and Link State routing protocols are compared in
Figure 6.19.

In anutshell, Distance Vector routing protocols send their entire routing tables at scheduled intervals,
typically in seconds. Path determination is based on hop counts or distance (a hop takes place each
time a packet reaches the next router in succession). There is no mechanism for identifying neighbors
and convergence is high.
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With Link State routing protocols, only partial routing table updates are transmitted, and only when
necessary, for example, when a link goes down or comes up. The metric is based on a much more
complex algorithm (Dijkstra), whereby the best or shortest path is determined and then selected. An
example of this type of path determination is a scenario that features a low-bandwidth dial-up
connection (only one hop away), as opposed to higher-bandwidth leased lines that, by design, are
two or three hops away from the destination. With Distance Vector routing protocols, the dial-up
connection may seem superior, as it is only one hop away; however, because the Link State routing
protocol chooses the higher-bandwidth leased lines, it avoids potential congestion, and transmits data
much faster.

Figure 6.20 lists the five most common routing protocols and their specifications.

Administrative Distance

The Administrative Distance is basically a priority mechanism for choosing between different routes
to a destination. The shortest administrative distance has priority:

ROUTE ADMINISTRATIVE DISTANCE
Attached 0
Interface
Static Route 1
Protocol RIP RIP w2 IGRP RTHMP OSPF
Distance Distance Distance Distance
Type Yector Wector Wactor Wector Link State
Hella
Updates Entire Entire 90 sec Hello Packets-
Table- 30 Table- Packels- 10 sec/
8t 30 zec 10 sec LSA-
3 min
Class
Suppon Clagsful Classless Clazsful Clagsful Claggless
Bellman- Bellman- Ballman- Bellman-
Algorithm | Ford Ford Ford Ford Dijkstra

Figure 6.20 The five most common routing protocols.

EIGRP Summary 5
EBGP 20
EIGRP Internd 90
IGRP 100
OSPF 110
IS1S 115
RIP 120
EGP 140

185




EIGRP External 170
IBGP 200

L oop Prevention Methods

One of the primary goals of routing protocols is to attain a quick convergence, whereby each
participating router maintains the same routing table states and where no loops can occur. The
following list explains the most popular loop prevention mechanisms:

Split Horizon. Updates are not sent back out the interface in which they were received.
Poison Reverse. Updates are sent back out the interface received, but are advertised as
unreachable.

Count to Infinity. Specifies a maximum hop count, whereby a packet can only traverse
through so many interfaces.

Holddown Timers. When a link status has changed (i.e., goes down), this sets a waiting
period before a router will advertise the potential faulty route.

Triggered Updates. When link topology changes (i.e., goes up), updates can be triggered to
be advertised immediately.

Routing Information Protocol

The Routing Information Protocol (RIP) propagates route updates by maor network numbers as a
classful routing protocol. In version 2, RIP introduces routing advertisements to be aggregated
outside the network class boundary. The RIP Packet format is shown in Figure 6.21; version 2 is
shown in Figure 6.22. The format fields are defined as follows:

Command. Specifies whether the packet is a request or aresponse to a request.
Version Number. Identifies the current RIP version.
Address Family I dentifier (AFI). Indicates the protocol address being used:

IP (IPv4)

IP6 (IPv6)

NSAP

HDLC (8-bit multidrop)
BBN 1822
802 (includes all 802 media)
E.163

E.164 (SMDS, Frame Relay,
ATM)

9 F.69(Teex)
10 X.121 (X.25, Frame Relay)
11 IPX

co~NO O WN B

Command | Version Mot AFI Mot Entry Mot Not Metnc
MNumber Used Lsed Address Used Used

Figure6.21 RIP format.
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Command | “Yersion Mot AF| Route Entry Subnet Mext Metric
Murmber Used Tag Address | Mask Hop

Figure6.22 RIP version 2 format.

12 Appletak
13 Decnet IV
14 Banyan Vines

Route Tag. Specifies whether the route is internal or external.
Entry Address. IP address for the entry.

Subnet Mask. Subnet mask for the entry.

Next Hop. IP address of next hop router.

Metric. Lists the number of hops to destination.

Interior Gateway Routing Protocol

Cisco developed the Interior Gateway Protocol (IGRP) for routing within an autonomous system,
acting as a distance-vector interior gateway protocol. Merging both distance-vector and link-state
technologies into one protocol, Cisco later developed the Enhanced Interior Gateway Protocol
(EIGRP). The IGRP Packet format is shown in Figure 6.23; the Enhanced version (EIGRP) is shown
in Figure 6.24. The format fields are defined as follows:

Version Number. Specifies the current protocol version.
Operation Code (OC) Command. Specifies whether the packet is a request or an update.

Warsion Qc Mot AR AS Nets | Checksum
Mumber | Command sed

Figure 6.23 IGRP format.

YWersian oc Checksum AS AS Mets AS
MNurnber | Command Subnets

Figure 6.24 EIGRP format.

R ID Length NID Mot Used Start D End Range
Ranga 1 1

Figure6.25 RTMP formet.

Autonomous System (AS). Lists the AS number.

AS Subnets. Indicates the subnetworks outside of the current autonomous system.

AS Nets. Indicates the number and networks outside of the current autonomous system.
Checksum. Gives the standard UDP algorithm.

Appletalk Routing Table Maintenance Protocol
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Acting as a transport layer protocol, Appletalk’s Routing Table Maintenance Protocol (RTMP) was
developed as a distance-vector protocol for informing local routers of network reachability. The
RTMP Packet format is shown in Figure 6.25; the format fields are defined as follows.

RN. Indicates router’ s network.

IDL. Specifies the node ID length.

NID. Givesthe Node ID.

Start Range 1. Indicates the network 1 range start.
D. Indicates distance.

End Range 1. Specifies network 1 range end.

Open Shortest Path First Protocol

As an industry standard link-state protocol, Open Shortest Path First (OSPF) is classified as an
interior gateway protocol with advanced features. The OSPF Packet format is shown in Figure 6.26;
the format fields are defined as follows:

Mask. Lists current interface network mask.
Interval. Gives Hello packet interval in seconds.

Mask Interval Opt Priority Dead CR BOR Meighbor
Interyal

Figure 6.26 OSPF format.

Opt. Listsrouter’ s optional capabilities.

Priority. Indicates this router’s priority; when set to 0, disables the designation ability.
Dead Interval. Specifies router-down interval in seconds.

DR. Lists the current network’s designated router.

BDR. Lists the current network’ s backup designated router.

Neighbor. Gives the router IDs for participating Hello router packet transmissions.

Important Commands

The materia in this section is essential for any aspiring hacking guru. It covers al aspects of
important deep-rooted DOS commands, from the beginning of hacking history.

To begin, keep in mind that the DOS operating system serves as a trandator between you and your
computer. The programs in this operating system allow you to communicate with your computer,
disk drives, and printers. Some of the most popular operating systems today run on top of DOS as a
graphical user interface (GUI) front end.This means that DOS helps you to manage programs and
data. Once you have loaded DOS into your computer’s memory, your system can load a GUI front
end, such as Windows, which can help you compose letters and reports, run programs, and use
devices such as printers and disk drives.
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s The contents of this command section are based on my original work, compiled over
HoI\é? = 10yearsago for the original Underground community, and distributed only to a very
select group of people. Note that some of these commands have since been blocked
and/or removed, and therefore are not compatible with different versions of GUI

oper ating systems.

The command options in this section include:

drive. Refersto adisk drive.

path. Refersto a directory name.

filename. Refers to afile, and includes any filename extension.

pathname. Refers to a path plus a filename.

switches. Indicates control DOS commands; switches begin with adash (/).
arguments. Provide more info on DOS commands.

string. A group of characters: letters, nubers, spaces, and other characters.
itemsin square brackets[]. Indicates optional items. Do not type the brackets themselves.
élipsis (... ). Indicates you can repeat an item as many times as necessary.

Append
Append sets a search path for data files.

Syntax
First time used (only):

To specify directories to be searched:

To delete appended paths:

Comments

The append command accepts switches only the first time the command is invoked. Append accepts
these switches:

Ix Extends the search path for data files. DOS first searches the current directory for data
files. If DOS doesn’t find the needed data files there, it searches the first directory in the
append search path. If the files are still not found, DOS continues to the second appended
directory, and so on. DOS will not search subsequent directories once the data files are
located.

/e Causes appended directoriesto be stored in the DOS environment.
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Y ou can specify more than one path to search by separating each with a semicolon (;). If you type the
append command with the path option a second time, DOS discards the old search path and uses the
new one. If you don’'t use options with the append command, DOS displays the current data path. If
you use the following command, DOS sets the NUL data path:

This means that DOS searches only the working directory for datafiles.
Notes

You can use the append command aross a network to locate remote data files. Also note the
following:

If you are using the DOS assign command, you must use the append command first
If you want to set a search path for external commands, see the path command.

Example

Suppose you want to access data files in a directory called letters (on drive B), and in a directory
caled reports (on drive A). To do this, use the following:

Assign
This command assigns a drive |etter to a different drive.

Syntax

Where x is the drive that DOS currently reads and writes to, and y is the drive that you want DOS to
read and write to.

Comments

The assign command lets you read and write files on drives other than A and B for applications that
use only those two drives. Y ou cannot assign a drive being used by another program, and you cannot
assign an undefined drive. Do not type a colon (:) after the drive letters x and y.

Example

To reset all drivesto their original assignments, type the following:

Attrib
Attrib displays or changes the attributes of selected files.

Syntax
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Where:

+r sets the read-only attribute of afile.

—r disables read-only mode.

+a sets the archive attribute of afile.

—aclearsthe archive attribute of afile.
Comments

The attrib command sets read-only and/or archive attributes for files. You may use wildcards to
specify a group of files. Attrib does not accept a directory name as a valid filename. The drive and
pathname specify the location of the file or files. The /s switch processes all subdirectories as well as
the path specified.

The backup, restore, and xcopy commands use the archive attribute as a control mechanism. Y ou can
use the +a and —a options to select files that you want to back up with the backup /m command, or
copy with xcopy /m or xcopy /a

Example

To display the attribute of afile called report on the default drive, type the following:

Backup
This command backs up one or more files from one disk to another.

Syntax

Where drivel is the disk drive that you want to back up, and drive2 is the target drive to which the
files are saved.

Comments
The backup command can back up files on disks of different media (hard disks and floppy). Backup

also backs up files from one floppy disk to another, even if the disks have a different number of sides
or sectors. Backup switches are:

Is Backs up subdirectories.
/m Backs up only those files that have changed since the last backup.
la Adds the files to be backed up to those already on a backup disk.
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It Causes the target disk to be formatted if it is not already. The command format
must be in the path.

/d:date Backs up only those files that you last modified on or after date listed.
ft:time Backs up only those files that you last modified at or after time listed.
/L:filename Makes a backup log entry in the specified file.

Example

To back up al thefilesin the directory C:\letters\bob to a blank, formatted disk in drive A, type:

Break
Break sets the Control-C check.

Syntax

Comments

Depending on the program you are running, you may use Control-C to stop an activity (for example,
to stop sorting a file). Normally, DOS checks to see whether you press Control-C while it is reading
from the keyboard or writing to the screen. If you set break on, you extend Control-C checking to
other functions, suchas disk reads and writes.

Example

To check for Control-C only during screen, keyboard, and printer reads and writes, type the
following:

Chcp
Chcp displays or changes the current code page for command.com.

Syntax

Where nnn is the code page to start.

Comments

The chcp command accepts one of the two prepared system code pages as a valid code page. An
error message is displayed if a code page is selected that has not been prepared for the system. If you
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type the chcp command without a code page, chcp displays the active code page and the prepared
code pages for the system.

You may select any one of the prepared system code pages defined by the country command in
config.sys. Valid code pages are:

437 United States
850  Multilingual

860 Portuguese

863 French-Canadian

865 Nordic

Example

To set the code page for the current screen group to 863 (French-Canadian), type:

Chdir (CD)
This command changes the directory to a different path.

Syntax

Example

Suppose you have a directory called one that has a subdirectory called two. To change your working
directory to \one\two, type:

A quick way to return to the parent directory (one) is to type:

To return to the root directory (the highest-level directory), type:

Chkdsk

Chkdsk scans the disk in the specified drive for info.

Syntax

193



Comments

The chkdsk command shows the status of your disk. You should run chkdsk occasionally on each
disk to check for errors. If you type a filename after chkdsk, DOS displays a status report for the disk
and for the file.

The chkdsk command accepts the following switches:

It Fixeserrors on the disk.
Iv Displays the name of each file in each directory as it checks the disk.

Example

If chkdsk finds errors on the disk in drive C, and you want to try to correct them, type the following:

Cls

Cls clears the screen.

Comment

The cls command clears your screen, leaving only the DOS prompt and a cursor.
Command

Command starts the command processor.

Syntax

Comments

When you start a new command processor, you also create a new command environment. The
command processor is loaded into memory in two parts, transient and resident. Some applications
write over the transient memory part of command.com when they run. When this happens, the
resident part of the command processor |ooks for the command.com file on disk so that it can reload
the transient part.

The drive:path options tell the command processor where to look for the command.com. Valid
switches are:

/leennnnn  Specifies the environment size, where nnnnn is the size in bytes.

Ip Keeps the secondary command processor in memory, and does not automatically
return to the primary command processor.
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/cstring Tells the command processor to perform the command or commands specified by
string, then return automatically to the primary command processor.

Example

This command:

tells the DOS command processor to:

Start a new command processor under the current program.
Run the command chkdsk B:
Return to the command processor.

Comp
Comp compares the contents of two sets of files.

Syntax

Comments

The comp command compares one file or set of files with a second file or set of files. These files can
be on the same drive or on different drives. They can aso be in the same directory or different
directories.

If you don’t type the pathname options, comp prompts you for them.

Example

In this example, comp compares each file with the extension .wk1 in the current directory on drive C
with each file of the same name (but with an extension .bak) in the current directory on drive B.

Copy
This command copies files to another location. It also appends files.
Syntax

To copy:

To append:
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Comments

The copy command accepts the following switches:

v Causes DOS to verify that the sectors written on the target disk are recorded properly.

la Lets you copy ASCII files. This switch applies to the filename preceding it and to all
remaining filenames in the command, until copy encounters another /a or /b switch.

/b Lets you copy binary files. This switch applies to the filename preceding it and to all
remaining filenames in the command, until copy encounters another /a or /b switch. This
switch tells the command processor to read the number of bytes specified by the file size in
the directory.

Examples

To copy afile called letter.doc from your working drive directory to a directory on drive C called
docs, type:

Y ou can aso combine severa filesinto one by:

This takes dl the files with an extension .doc and combines them into one file named combine.doc.
Ctty
Ctty lets you change the device from which you issue commands.

Syntax

Where device specifies the device from which you are giving commands to DOS.

Comments

Ctty is useful if you want to change the device on which you are working. The letters tty represent
your terminal—that is, your computer screen and keyboard.

Examples

The following command moves all command 1/0 from the current device (the console) to an AUX
port, such as another terminal:

The next command moves /O back to the console screen and keyboard:
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Date
Date enters or changes the date.

Syntax

Comments

Remember to use only numbers when you type the date. The allowed numbers are:
mm = 1-12
dd=1-31
yy = 80-79 or 1980-2079

The date, month, and year entries may be separated by hyphens (-) or slashes (/).

Example

To display the current date type:

The current date will appear with the option to change the date. If you do not want to change the date
shown, simply press Return.

Del(Erase)
This command deletes (or erases) all files specified by the drive and pathname.

Syntax

Comment
Once you have deleted a file from your disk, you cannot easily recover it.
Examples

The following deletes a file named report:

Suppose you have files named report.jan, report.feb, report.mar, report.apr, report.may, and so on.
To erase them al type:

Dir
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Dir lists the files in a directory.

Syntax

Comments

The dir command, typed by itself, lists all directory entries in the working directory on the default
drive. If you include a drive name, such as dir bz, all entriesin the default directory of the disk in the
specified drive will be listed.

The dir command accepts the following switches:

Ip Page mode; causes the directory display to pause once the screen is filled. To resume,
press any key.

Iw Wide mode; causes the directory display to fill the screen, up to five files per line. This
does not pause if the whole screen isfilled.

Dir lists all files with their size in bytes and the time and date of the last modification.
Example

If your directory contains more files than you can see on the screen at one time, type:

Diskcomp
Diskcomp compares the contents of one disk to another.

Syntax

Comments

Diskcomp performs a track-by-track comparison of the disks. It automatically determines the number
of sides and sectors per track, based on the format of the source disk.

The diskcomp command accepts the following switches:

/1 Causes diskcomp to compare just the first side of the disk.
/8 Causes diskcomp to compare just the first eight sectors per track.

Example

If your computer has only one floppy disk drive, and you want to compare two disks, type:

Diskcopy
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Diskcopy copies the contents of one disk to another.

Syntax

Where drivel is the source drive, and drive2 is the target drive.
Comments

Drivel and Drive2 may be the same drive; smply omit the drive options. If the target disk is not
formatted, diskcopy formats it exactly as the source disk.

The diskcopy command accepts the following switch:
/1 Allows you to copy only one side of adisk.
Example

To copy the disk in drive A to the disk in drive B, type:

Exe2bin
Exe2bin converts executable files to a binary format.

Syntax

Where pathnamel is the input file, and pathname2 is the output file.

Comments

This command converts .exe files to binary format. If you do not specify an extension for
pathnamel, it defaults to .exe. The input file is converted to a .bin file format (a memory image of
the program) and placed in the output file pathname2.

If you do not specify a drive name, exe2bin uses the drive of the input file. Similarly, if you do not
specify an output filename, exe2bin uses the input filename. Finally, if you do not specify a filename
extension in the output filename, exe2bin gives the new file the extension .bin.

Restrictions

The input file must be in valid .exe format produced by the linker. The resident or actua code and
data part of the file must be less than 64 KB, and there must be no STACK segment.

Exit
This command exits the command.com program, and returns to a previous level, if one exists).

Syntax
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Comment

If you use the DOS command program to start a new command processor, you can use the exit
command to return to the old command processor.

Fastopen

Fastopen decreases the amount of time it takes to open frequently used files and directories.

Syntax

Where nnn is the number of files per disk.

Comments

Fastopen tracks the location of files and directories on a disk for fast access. Every time a file or
directory is opened, fastopen records its name and location. Then, if afile or directory recorded by
fastopen is reopened, the access time is grestly reduced.

Note that fastopen needs 40 bytes of memory for each file or directory location it tracks.

Example

If you want DOS to track the location of up to 100 files on drive C, type:

Fc
Fc compares two files or two sets of files, and displays the differences between them.
Syntax

For ASCII comparisons:

For binary comparisons:

Where pathnamel is the first file that you want to compare, and pathname2 is the second file that
you want to compare.

Comments

The fc command accepts the following switches:
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/a

b

/c

L

/LB

n.

It

fw

/nnnn

Example

Shows the output of an ASCIlI comparison. Instead of displaying all the lines that are
different, fc displays only the lines that begin and end each set of differences.

Forces a binary comparison of both files. Fc compares the two files byte by byte, with no
attempt to resynchronize after a mismatch. The mismatches are printed as follows:

XXXXXXXX: VY 727

where xxXxxxxxx is the relative address from the beginning of the file of the pair of
bytes. Addresses start at 00000000; yy and zz are the mismatched bytes from pathnamel
and pathname2. The /b switch is the default when you compare .exe, .com, .sys, .obj, .lib,
or .bin files.

Causes the matching process to ignore the case of letters. Fc then considers al letters in
the files as uppercase letters.

Compares the files in ASCIlI mode. This switch is the default when you compare files that
do not have extensions of .exe, .com, .sys, .obyj, .lib, or .bin.

Sets the internal line buffer to n lines. The default length is 100 lines. Files that have more
than this number of consecutive, differing lines will abort the comparison.

Displays the line numbers of an ASCII compare.

Does not expand tabs to spaces. The default is to treat tabs as spaces to eight-column
positions.

Causes fc to compress white space (tabs and spaces) during the comparison.

Specifies the number of lines that must match after fc finds a difference between files.

To compare two text files, called report.jan and report.feb, type:

Fdisk

Fdisk configures a hard disk for use with DOS.

Syntax

Comments
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The fdisk command displays a series of menus to help you partition your hard disk for DOS. With
fdisk, you can:

Create a primary DOS partition.

Create an extended DOS partition.

Change the active partition.

Delete aDOS partition

Display partition data.

Select the next fixed disk drive for partitioning on a system with multiple fixed disks.
Find
Find searches for a specific string of text in afile or files.

Syntax

Where *‘string” is a group of characters for which you want to seek.

Comments

String must be enclosed in quotation marks. Uppercase characters in string will not match lowercase
characters you may be searching for.

The find command accepts the following switches:

v Displays al lines not containing the specified string.
Ic Displays only the number of lines that contain a match in each of the files.
In Precedes each line with its relative line number in the file.

Example

The following displays al lines from the file pencil.ad that contains the string “Pencil Sharpener”:

Format
This command formats the disk in the specified drive to accept files.

Syntax

Comments

Y ou must use format on all “new” disks before DOS can use them. Note that formatting destroys any
previously existing data on a disk.
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The format command accepts the following switches:

1 Formats a single side of the floppy disk.

/8 Formats eight sectors per track.

/b Formats the disk, leaving ample space to copy an operating system.
Is Copies the operating system files to the newly formatted disk.

It:yy  Specifies the number of tracks on the disk. This switch formats 3-1/2 inch floppy disk to
the number of tracks specified. For 720 KB disks and 1.44 MB disks, this value is 80
(/t:80).

/n:xx  Specifies the number of sectors per track. This switch formats a 3-1/2 inch disk to the
number of sectors specified. For 720 KB disks, thisvaueis 9 (/n:9).

v Causes format to prompt you for a volume label for the disk you are formatting. A volume
label identifies the disk and can be up to 11 charactersin length.

Example

To format a floppy disk in drive A, and copy the operating system to it, type:

Graftabl

Graftabl enables an extended character set to be displayed when using display adapters in graphics
mode.

Syntax

Where xxx is a code page identification number.
Comments

Valid code pages (xxx) include:

437 United States (default)

850 Multilingual

860 Portuguese

863 French-Canadian

865 Nordic
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If you type the graftabl command followed by the /status switch, DOS displays the active character
Set.

Example

To load atable of graphics characters into memory, type:

Graphics

Graphics lets you print a graphics display screen on a printer when you are using a color or graphics
monitor adapter.

Syntax

Where printer is one of the following:

colorl Prints on an IBM Personal Computer Color Printer with black ribbon.

color4 Prints on an IBM Personal Computer Color Printer with red, green, blue, and black
(RGB) ribbon.

color8 Prints on an IBM Personal Computer ColorPrinter with cyan, magneta, yellow, and
black (CMY) ribbon.

compact Printson an IBM Personal Computer Compact printer.

graphics Printson an IBM Personal Graphics Printer or IBM Pro printer.

Comments
If you do not specify the printer option, graphics defaults to the graphics printer type.
The graphics command accepts the following switches:

b Prints the background in color. This option is valid for color4 and color8 printers.

/p=port Setsthe paralle printer port to which graphics sends its output when you press the Shift-
Print Screen key combination. The port may be set to 1, 2, or 3.The default is 1.

Ir Prints black and white.
/lcd Prints from the LCD (liquid crystal display) on the IBM PC portable computer.

Example

To print a graphics screen on your printer, type:

Join
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This command joins a disk drive to a specific path.

Syntax

Comments

With the join command, you don’'t need to give physical drives separate drive letters. Instead, you
can refer to al the directories on a specific drive with one path. If the path existed before you gave
the join command, you can use it while the join is in effect. But note, you cannot join a drive if it is
being used by another process.

If the path does not exist, DOS tries to make a directory with that path. After you give the join
command, the first drive name becomes invalid; and if you try to use it, DOS displays the “invalid
drive” error message.

Examples

You canjoin adrive only with a root-level directory, such as:

Toreversejoin, type:

Keyb
Keyb loads a keyboard program.

Syntax:

Where:
XX is atwo-|etter country code.
yyy isthe code page that defines the character set.
filename is the name of the keyboard definition file.

Comments

Here, xx is one of the following two- |etter codes:

us United States (default)
fr France

o Germany

it [taly
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P Spain

uk United Kingdom
po Portugal

g Swiss-German
sf Swiss-French

df Denmark

be Belgium
nl Netherlands
no Norway
la Latin America
sV Sweden
su Finland

Note

You can include the appropriate keyb command in your autoexec.bat file so that you won't have to
type it each time you start DOS.

Example

To use a German keyboard, type:

Label

Label creates, changes, or deletes the volume label on a disk.

Syntax

Where labdl is the new volume label, up to 11 characters.
Comments

A volume label is a name you can specify for a disk. DOS displays the volume label of adisk as a
part of its directory listing, to show you which disk you are using.

Notes
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Y ou can use the DOS dir or vol command to determine whether the disk already has a volume label.
Label doesn’t work on drives involved with subst or join commands.

Do not use any of the following charactersin a volume labdl:
PN ie=[10) &N
Example

To label adisk in drive A that contains a report for Sales, type:

Mkdir (MD)
Mkdir (MD) makes a new directory.

Syntax

Comment
The mkdir command lets you create a multilevel directory structure.
Example

If you want to create a directory to keep all your papers, type:

Mode
Mode sets operation modes for devices.

Syntax
Parallel printer mode:

Asynchronous communications mode:

Redirecting paralel printer output:

Display modes:

207



Device code page modes:

Comments

The mode command prepares DOS for communications with devices such as parallel and serid
printers, modems, and consoles. It also prepares parallel printers and consoles for code page
switching. Y ou can also use the mode command to redirect output.

Paralldl Printer Modes

For parallel modes, you can use PRN and LPT1 interchangeably. Y ou can use the following options
with the mode command to set parameters for a parallel printer:

n Specifies the printer number: 1, 2 or 3.
chars Specifies characters per line: 80 or 132.
lines Specifies vertical spacing, lines per inch: 6 or 8.

p Specifies that mode tries continuously to send output to the printer if a time-out error
occurs. This option causes part of the mode program to remain resident in memory.

The default settings are LPT1, 80 characters per line, and 6 lines per inch.
Y ou can break out of atime-out loop by pressing Control-Break.
Asynchronous (Serial) Communication Modes

Y ou can use the following options with the mode command to set the following parameters for serial
ports:

m Specifies the asynchronous communications (COM) port number: 1, 2, 3, or 4.

baud Specifies the first two digits of the transmission rate: 110, 150, 300, 600, 1200, 2400,
4800, 9600, or 19,200.

parity Specifiesthe parity: N (none), O (odd), or E (even).The default is E.

databits Specifies the number of data bits: 7 or 8. The default is 7.

stopbits Specifies the number of stop bits: 1 or 2. If the baud is 110, the default is 2;
otherwise, the default is 1.

p Specifies that mode is using the COM port for a seria printer and continuoudly retrying if
time-out errors occur. This option causes part of the mode program to remain resident in
memory. The default settings are COM 1, even parity, and 7 data bits.

Display Modes
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Y ou canuse the following options with the mode command to set parameters for a display.

display Specifies one of the following: 40, 80, BW40, BW80, CO40, CO80, or MONO; 40
and 80 indicate the number of characters per line. BW and CO refer to a color graphics
monitor adapter with color- disabled (BW) or enabled (CO). MONO specifies a monochrome
display adapter with a constant display width of 80 characters per line.

shift Specifies whether to shift the display to the left or right. Valid values are L or R.

t TellsDOSto display atest pattern in order to align the display on the screen.

Device Code Page Modes

You can use the mode command to set or display code pages for parallel printers or your console
screen device. Y ou can use the following options with mode to set or display code pages:

device Specifies the device to support code page switching. Valid device names are con,
Iptl, Ipt2, and Ipt3.

yyy Specifies a code page. Valid pages are 437, 850, 860, 863, and 865.

filename ldentifies the name of the code page information (.cpi) file DOS should use to
prepare a code page for the device specified.

There are four keywords that you can use with the mode device codepage command. Each causes the
mode command to perform a different function. The following explains each keyword:

Note

prepare Tells DOS to prepare code pages for a given device. Y ou must prepare a code page
for a device before you can use it with that device.

select Specifies which code page you want to use with a device. You must prepare a code
page before you can select it.

refresh If the prepared code pages for a device are lost due to hardware or other errors, this
keyword reinstates the prepared code pages.

/status Displays the current code pages prepared and/or selected for a device. Note that both
these commands produce the same results:

Y ou can use the following abbreviations with the mode command for code page modes:

cp codepage

/sa  /status

prep  prepare

sel  select

ref  refresh
Examples

Suppose you want your computer to send its printer output to a serial printer. To do this, you need to
use the mode command twice. The first mode command specifies the asynchronous communication
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modes; the second mode command redirects the computer’s paralel printer output to the
asynchronous communication port specified in the first mode command.

For example, if your serial printer operates at 4800 baud with even parity, and if it is connected to
the COM1 port, type:

If you want your computer to print on a parallel printer that is connected to your computer’s second
paralel printer port (LPT2), and you want to print with 80 characters per line and 8 characters per
inch, type:

or

More
More sends output to the console one screen at atime.

Syntax

Where source is afile or command.
Example
Suppose you have a long file called paper.doc that you want to view on your screen. The following

command redirects the file through the more command to show the file€'s contents one screen at a
time:

Nlsfunc
Nlsfunc loads country-specific information.

Syntax

Where filename specifies the file containing country-specific information.
Comments

The default value of filename is your config.sys file. If no country command exists in your config.sys
file, DOS uses the country.sys file in your root directory for information.

Example
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Suppose you have afile on your disk called newcon.sys that contains country-specific information. If
you want to use the information from that file, rather than the country.sys file, type:

Path

Path sets a common search path.

Syntax

Comments

The path command lets you tell DOS which directories to search for external commands—after it
searches your working directory. You can tell DOS to search more than one path by specifying
several paths separated by semicolons (;).

Example

The following tells DOS to search three directories to find externa commands. The paths are
\lotus\one, b:\papers, and \wp:

Print

This command prints a text file while you are processing other DOS commands as background
printing.

Syntax

Comments
Y ou can use the print command only if you have an output device, such as a printer or a plotter.
The print command accepts the following switches:

/d:device Specifiesthe print device name. The default is LPT1.

/b:sze Setsthe size in bytes of the internal buffer.

/u:valuel Specifies the number of clock ticks print will wait for a printer. Values range from
512 to 16,386. The default is 1.

/m:value2 Specifies the number of clock ticks print can take to print a character on the
printer. Values range from 1 to 255. The default is 2.

/s.timedlice Specifies the interval of time to be used by the DOS scheduler for the print
command.
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/g:qsize Specifies the number of files allowed in the print queue—if you want more than 10.
Values range from 4 to 32; the default is 10. To change the default, you must use the print
command without any filenames; for example: print /q:32.

It Deletes al files in the print queue (the files waiting to be printed).

/c Turns on cancel mode and removes the preceding filename and al following filenames
from the print queue.

/p Turns on print mode and adds the preceding filename and all following filenames to the
print queue.

The print command, when used with no options, displays the contents of the print queue on your
screen without affecting the queue.

Examples

The following command empties the print queue for the device named LPT1:

The following command removes the file paper.doc from the default print queue:

Prompt
Prompt changes the DOS command prompt.

Syntax

Comments

This command lets you change the DOS system prompt (A:>). You can use the characters in the
prompt command to create special prompts:

$q The (=) character

$$ The ($) character

$t The current time

$d The current date

$p The working directory of the default drive
$v  The version number

$n  Thedefault drive

$g  The greater-than (>) character
9l The less-than (<) character

$b  The pipe (]) character

$  Return-Linefeed

$e  ASCII code X'1B’ (escape)
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$h  Backspace
Example

The following command sets a two- line prompt that displays the current date and time:

Recover
This command recovers afile or disk that contains bad sectors.

Syntax

or

Comments:

If the chkdsk command shows that a sector on your disk is bad, you can use the recover command to
recover the entire disk or just the file containing the bad sector. The recover command causes DOS
to read the file, sector by sector, and to skip the bad sectors.

Examples

To recover adisk in drive A, type:

Suppose you have afile named sales.jan that has a few bad sectors. To recover thisfile, type:

Ren (Rename)

Rename changes the name of afile.

Syntax

Where: filenamel is the old name, and filename2 is the new name.
Examples

The following command changes the extension of all filenames ending in .txt to .doc:
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The following command changes the file one.jan (on drive B) to two.jan:

Replace
Replace updates previous versions of files.

Syntax

Where pathnamel is the source path, and filename pathname2 is the target path and filename.

Comment

The replace command accepts the following switches:

la Adds new files to the target directory instead of replacing existing ones.

Ip Prompts you with the following message before it replaces a target file or adds a source
file: “*Replace filename?(Y/N)”

Ir Replaces read-only files as well as unprotected files.

Is Searches all subdirectories of the target directory while it replaces matching
files.

/w Waits for you to insert a disk before beginning to search for source files.

Example
Suppose various directories on your hard disk (drive C) contain a file named phone.cli that contains

client names and numbers. To update these files and replace them with the latest version of the
phone.cli file on the disk in drive A, type:

Restore

This command restores files that were backed up using the backup command.

Syntax

Where drivel contains the backed-up files, and drive2 is the target drive.
Comment

The restore command accepts the following switches:

Is Restores subdirectories also.
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Ip Prompts for permission to restore files.

/b:date Restores only those files last modified on/or before date.
/a:date Restores only those files last modified onor after date.
/eitime Restores only those files last modified at/or earlier than time.
/L:time Restores only those files last modified at/or later than time.

/m Restores only those files modified since the last backup.
n Restores only those files that no longer exist on the target disk.
Example

To restore the file report.one from the backup disk in drive A to the \sales directory on drive C, type:

Rmdir (Rd)
Rmdir removes a directory from a multilevel directory structure.

Syntax

or

Comments

“wn

Rmdir removes a directory that is empty, except for the “.” and “..” symbols. These two symbols
refer to the directory itself and its parent directory. Before you can remove a directory entirely, you
must delete its files and subdirectories.

Note

Y ou cannot remove a directory that contains hidden files.

Example

To remove a directory named \papers\jan, type:

Select

Select installs DOS on a new floppy with the desired country-specific information and keyboard
layout.

Syntax
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Where drivel is the source drive, and drive2 is the target drive.
Comments
The select command lets you install DOS on a new disk along with country-specific information
(such as date and time formats and collating sequence) for a selected country. The select command
does the following:

Formats the target disk.

Creates both the config.sys and autoexec.bat files on anew disk.

Copies the contents of the source disk, track by track, to the target disk.

The source drive may be either drive A or B. The default source drive is A, and the default target
drive is B. You can use the following options with the select command:

yyy Specifies the country code.

XX Specifies the keyboard code for the keyboard layout used (see the keyb command).

Example

Suppose you want to create a new DOS disk that included the country-specific information and
keyboard layout for Germany. With your source disk in drive B and your target disk in drive A, type:

Set

This command sets one string of characters in the environment equal to another string for later usein
programs.

Syntax

Comments

Y ou should use the set command only if you want to set values for programs you have written. When
DOS recognizes a set command, it inserts the given string and its equivalent into a part of memory
reserved for the environment. If the string already exists in the environment, it is replaced with the
new setting.

If you specify just the first string, set removes any previous setting of that string from the
environment. Or, if you use the set command without options, DOS displays the current environment
settings.

Example

The following command sets the string “hello” to c:\letter until you change it with another set
command:
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Share
Share installs file sharing and locking.

Syntax:

Comments

You can see the share command only when networking is active. If you want to install shared files,
you can include the share command in your autoexec.bat file.

The share command accepts the following switches:
If:space Allocates file space (in bytes) for the DOS storage area used to record file-sharing
information. The default value is 2048. Note that each open file requires enough space for the
length of the full filename, plus 11 bytes, since an average pathname is 20 bytes in length.
/L:locks Allocates the number of locks you want to allow. The default value is 20.

Example

The following example loads file sharing, and uses the default values for the /f and /L switches:

Sort

Sort reads input, sorts the data, then writes the sorted data to your screen, to a file, or to another
device.

Syntax

or

Where source is a filename or command.

Comment

The sort command is a filter program that lets you alphabetize a file according to the character in a
certain column. The sort program uses the collating sequence table, based on the country code and
code page settings.

The pipe (]) and less-than (<) redirection symbols direct data through the sort utility from source. For

example, you may use the dir command or a filename as a source. You may use the more command
or afilename as a destination.
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The sort command accepts the following switches:

/r Reverses the sort; that is, sorts from Z to A and then from 9 to O.
/+n Sorts the file according to the character in column n, where n is some number.

Unless you specify a source, sort acts as a filter and accepts input from the DOS standard input
(usually from the keyboard, from a pipe, or redirected from afile).

Example

The following command reads the file expenses.txt, sorts it in reverse order, and displays it on your
screen:

Subst
This command substitutes a path with a drive letter.

Syntax

or

Comments

The subst command lets you associate a path with a drive letter. This drive letter then represents a
virtual drive because you can use the drive letter in commands as if it represented an actual physical
drive.

When DOS finds a command that uses a virtual drive, it replaces the drive letter with the path, and
treats that new drive letter as though it belonged to a physical drive.

If you type the subst command without options, DOS displays the names of the virtual drives in
effect.

Y ou can use the /d switch to delete a virtual drive.
Example

The following command creates a virtual drive, drive Z, for the pathname b:\paper\jan\one:

Sys

Sys transfers the DOS system files from the disk in the default drive to the disk in the specified drive.

Syntax
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Comment

The sys command does not transfer the command.com file. You must do this manually using the
copy command.

Example

If you want to copy the DOS system files from your working directory to adisk in drive A, type:

Time
This command allows you to enter or change the time setting.

Syntax

Comment
DOS typicaly keeps track of time in a 24-hour format.

Tree

Tree displays the path (and, optionally, lists the contents) of each directory and subdirectory on the
given drive.

Syntax

Example

If you want to see names of all directories and subdirectories on your computer, type:

Comment

The /f switch displays the names of the files in each directory.
Type

Type displays the contents of atext file on the screen.

Syntax

Example
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If you want to display the contents of afile called letter.bob, type:

If the contents of the file are more than a screen long, see the more command on how to display
screen by screen.

Ver
Ver prints the DOS version number.

Syntax

Example

If you want to display the DOS version on your system type:

Verify
This command turns the verify switch on or off when writing to a disk.

Syntax

or

Comments

You can use this command to verify that your files are written correctly to the disk (no bad sectors,
for example). DOS verifies the data as it is written to a disk.

Vol
Vol displays the disk volume labdl, if it exists.

Syntax

Example

If you want to find out what the volume label is for the disk in drive A, type:

Xcopy
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Xcopy copies files and directories, including lower-level directories, if they exist.

Syntax

or

Comments

The first set of drive and pathname parameters specify the source file or directory that you want to
copy; the second set names the target. Y ou must include at least one of the source parameters. If you
omit the target parameters, xcopy assumes you want to copy the files to the default directory.

The xcopy command accepts the following switches:

la Copies source files that have their archive bit set.

/d:date Copies source files modified on or after the specified date.

le Copies any subdirectories, even if they are empty. You must use this with the /s switch.

/m Same as the /a switch, but after copying a file, it turns off the archive bit in the source
file.

Ip Prompts you with *‘(Y/N),” alowing you to confirm whether you want to create each
target file.

Is Copies directories and lower-level subdirectories, unless they are empty.

v Causes xcopy to verify each file as it is written.

Iw Causes xcopy to wait before it starts copying files.

Example

The following example copies al the files and subdirectories (including any empty subdirectories)
on the disk in drive A to the disk in drive B:

L ooking Ahead

Hackers consider the topics covered in this chapter to be vital ingredients for a solid technology core.
Most also include programming languages such as C, Visua Basic, and Assembler to this list. The
next chapter introduces the most prominent of these languages, the C language, in a dated fashion to
help identify with the majority of security exploits and hacking tools employed throughout the
Underground.
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CHAPTER

-

Hacker Coding Fundamentals
The C Programming L anguage

All hackers, from the veteran to the novice, make learning the C language a mandatory part of their
technical foundation because the majority of security exploits and hacking tools are compiled in the
C programming language. Logically, then, most of the program code found throughout this book is a
compilation of C source code extractions. These programs can be manipulated, modified, and
compiled for your own custom analyses.

Hadgﬁ;, This section was written, with input from the programming guru, Matthew Probert,

Hol}"f = as an introduction guide to the C programming language. Its purpose is to help
fortify the programming foundation required to successfully utilize the code snippets
found in this book and on the accompanying CD. For a complete jump-start course
in C, take a look at the numerous John Wiley & Sons, Inc. publications at
www.wiley.com.

The notable distinguishing features of the C programming language are:
Block-structured flow-control constructs (typical of most high-level languages)

Freedom to manipulate basic machine objects (e.g., bytes) and to refer to them using any
particular object view desired (typical of assembly languages)

Both high-level operations (e.g., floating-point arithmetic) and low-level operations (which
map closely onto machine-language instructions, thereby offering the means to code in an
optimal, yet portable, manner)

This chapter sets out to describe the C programming language as commonly found with compilers
for the PC, to enable a programmer with no extensive knowledge of C to begin programming in C
using the PC (including the ROM facilities provided by the PC and facilities provided by DOS).

It is assumed that the reader has access to a C compiler, and to the documentation
that accompaniesit regarding library functions. The example programs were written
with Borland’s Turbo C; most of the nonstandard facilities provided by Turbo C can
befound in later releases of Microsoft C.

Versionsof C
The original C (prior to the publication of The C Programming Language (Prentice-Hall, 1988), by

Kernighan and Ritchie) defined the combination assignment operators (+=, *=, etc.) backward (that
is, they were written =+, =*, etc.). This caused terrible confusion when a statement such as:

was compiled. It could have meant:
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Ritchie soon spotted this ambiguity and changed the language so that these operators were written in
the now familiar manner (+=, *=, etc.). The mgor variations, however, are found between
Kernighan's and Ritchie’'s C and ANSI C. These can be summarized as follows:

Introduction of function prototypes in declarations; change of function definition preamble to
match the style of prototypes.

Introduction of the elipsis (... ) to show variable-length function argument lists.

Introduction of the keyword void (for functions not returning a value) and the type void * for
generic pointer variables.

Addition of string-merging, tokenpasting, and string-izing functions in the preprocessor.
Addition of trigraph trandation in the preprocessor.

Addition of the #pragma directive, and formalization of the declared( ) pseudofunction in the
preprocessor.

Introduction of multibyte strings and characters to support nornEnglish languages.
Introduction of the signed keyword (to complement the unsigned keyword when used in
integer declarations) and the unary plus (+) operator.

Classifying the C Language

The powerful facilities offered by C that allow manipulation of direct memory addresses and data,
along with C's structured approach to programming, are the reasons C is classified as a “medium-
level” programming language. It possesses fewer ready-made facilities than a high-level language,
such as BASIC, but a higher level of structure than the lower-level Assembler.

Keywords

The original C language provided 27 key words. To those 27, the ANSI standards committee on C
added five more. This results in two standards for the C language; however, the ANS| standard has
taken over from the old Kernighan and Ritchie standard. The keywords are as follows:

Auto double int Struct
break ese long switch
Case enum register Typedef
Char extern return Union
Const float short Unsigned
continue for signed Void
Default goto sizeof Volatile
Do if static While

Note that some C compilers offer additional keywords, specific to the hardware environment on
which they operate. Y ou should be aware of your own C compiler’s additional keywords.
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Structureof C

C programs are written in a structured manner. A collection of code blocks are created that call each
other to comprise the complete program. As a structured language, C provides various looping and
testing commands, such as:

A C code block is contained within a pair of curly braces ({ } ), and may be a complete procedure
called afunction, or a subset of code within afunction. For example, the following is a code block:

The statements within the curly braces are executed only upon satisfaction of the condition that x <
10.

This next example is a complete function code block, containing a subcode block as a do-while loop:

Notice that every statement line is terminated in a semicolon, unless that statement marks the start of
a code block, in which case it is followed by a curly brace. C is a case-sensitive, but free-flowing
language; spaces between commands are ignored, therefore the semicolon delimiter is required to
mark the end of the command line. As aresult of its free-flow structure, the following commands are
recognized as the same by the C compiler:

The general form of a C program is as follows:
Compiler preprocessor statements

Global data declarations
Returntype main (parameter list)
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Comments

As with most other languages, C alows comments to be included in the program. A comment lineis
enclosed within /* and */:

Libraries

C programs are compiled and combined with library functions provided with the C compiler. These
libraries are composed of standard functions, the functionalities of which are defined in the ANSI
standard of the C language; they are provided by the individual C compiler manufacturers to be
machine-dependent. Thus, the standard library function printf ( ) provides the same facilities on a
DEC VAX as on an IBM PC, athough the actual machine language code in the library is quite
different for each. The C programmer, however, does not need to know about the internals of the
libraries, only that each library function will behave in the same way on any computer.

C Compilation

Before we reference C functions, commands, sequences, and advanced coding, we'll take a look at
actual program compilation steps. Compiling C programs are relatively easy, but they are distinctive
to specific compilers. Menu-driven compilers, for example, alow you to compile, build, and execute
programs in one keystroke. For all practical purposes, we'll examine these processes from aterminal
console.

From any editor, enter in the following snippet and save the file as example.c:
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At this point, we need to compile our code into a program file, before the snippet can be run, or
executed. At a console prompt, in the same directory as our newly created example.c, we enter the
following compilation command:

Note that compilation command syntax varies from compiler to compiler. Our example is based on
the C standard. Currently, common syntax is typically derived from the GNU C compiler, and would
be executed as follows:

After successful completion, our sample snippet has been compiled into a system program file and
awaits execution. The output, obviously deduced from the simple code, produces the following
result:

That's dl thereis to it! C snippet compilation is relatively easy; however, be aware of the results of
destructive penetration programs. Of course, the exploit coding found throughout this book and
available on the accompanying CD is much more complicated, but you get the idea.

Data Types

There are four basic types of data in the C language: character, integer, floating point, and valueless,
which are referred to by the C keywords: char, int, float, and void, respectively. Basic data types may
be added with the following type modifiers. signed, unsigned, long, and short, to produce further
data types. By default, data types are assumed signed; therefore, the signed modifier is rarely used,
unless to override a compiler switch defaulting a data type to unsigned. The size of each data type
varies from one hardware platform to another, but the narrowest range of values that can be held is
described in the ANS| standard, given in Table 7.1.

In practice, this means that the data type char is particularly suitable for storing flag type variables,
such as status codes, which have a limited range of values. The int data type can be used, but if the
range of values does not exceed 127 (or 255 for an unsigned char), then each declared variable would
be wasting storage space.

Which real number data type to use—float, double, or long double—is a tricky question. When
numeric accuracy is required, for example in an accounting application, instinct would be to use the
long double, but this requires at least 10 bytes of storage space for each variable. Real numbers are
not as precise as integers, so perhaps integer data types should be used instead, and work around the
problem. The data type float is worse, since its six-digit precision is too inaccurate to be relied upon.
Generdly, you should use integer data types wherever possible, but if real numbers are required, then
use adouble.

Table7.1 C DataType Sizes and Ranges

TYPE SZE RANGE
Char 8 - 127to 127
unsigned char 8 0to 255
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Int 16 -32767 to 32767

unsigned int 16 0 to 65535

long int 32 -2147483647 to 2147483647
unsigned long int 32 0to 4294967295

Float 32 6-digit precision

Double 64 10-digit precision

long double 80 10-digit precision

Declaring a Variable

All variables in a C program must be declared before they can be used. The genera form of a
variable definition is:

So, for example, to declare a variable x, of data type int so that it may store a value in the range -
32767 to 32767, you use the statement:

Character strings may also be declared as arrays of characters:

To declare a string called name that is 30 characters in length, you would use the following
declaration:

Arrays of other data types may be declared in one, two, or more dimensions as well. For example, to
declare atwo-dimensional array of integers, you would use:

The elements of this array are accessed as.

There are three levels of access to variables; local, module, and global. A variable declared within a
code block is known only to the statements within that code block. A variable declared outside any
function code blocks, but prefixed with the storage modifier ‘‘static,” is known only to the
statements within that source module. A variable declared outside any functions, and not prefixed
with the static storage type modifier, may be accessed by any statement within any source module of
the program. For example:
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In this example the variable error is accessible by all source code modules compiled together to form
the finished program. The variable a is accessible by statements in both functions main( ) and funca(
), but is invisible to any other source module. Variables x and y are accessible only by statements
within function main( ). Finaly, the variable b is accessible only by statements within the code block
following the if statement.

If a second source module wanted to access the variable error, it would need to declare error as an
extern global variable, such as:

C will readily allow you to assign different data types to each other. For example, you may declare a
variable to be of type char, in which case a single byte of data will be alocated to store the variable.
Y ou can attempt to allocate larger values to this variable:

In this example, the variable x can only store a value between -127 and 128, so the figure 5000 will
not be assigned to the variable x. Rather the value 136 will be assigned.

Often, you may wish to assign different data types to each other; and to prevent the compiler from

warning of a possible error, you can use a cast statement to tell the compiler that you know what
you're doing. A cast statement is a data type in parentheses preceding a variable or expression:
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In this example the (int) cast tells the compiler to convert the value of the floating-point variable x to
an integer before assigning it to the variabley.

Formal Parameters

A C function may receive parameters from a calling function. These parameters are declared as
variables within the parentheses of the function name, such as:

AccessModifiers

There are two access modifiers. const and volatile. A variable declared to be const may not be
changed by the program, whereas a variable declared as type volatile may be changed by the
program. In addition, declaring a variable to be volatile prevents the C compiler from allocating the
variable to aregister, and reduces the optimization carried out on the variable.

Storage Class Types

C provides four storage types. extern, static, auto, and register. The extern storage type is used to
allow a source module within a C program to access a variable declared in another source module.
Static variables are accessible only within the code block that declared them; additionally, if the
variable is local, rather than global, they retain their old value between subsequent calls to the code
block.

Register variables are stored within CPU registers wherever possible, providing the fastest possible
access to their values. The auto type variable is used only with loca variables, and declares the
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variable to retain its value locally. Since this is the default for local variables, the auto storage typeis
rarely used.

Operators

Operators are tokens that cause a computation to occur when applied to variables. C provides the
following operators:

& Address

* Indirection

+ Unary plus

- Unary minus

~ Bitwise complement

! Logical negation

++ As aprefix; preincrement
As a suffix; postincrement

-- As aprefix; predecrement

As a suffix; postdecrement

+ Addition

- Subtraction

* Multiply

/ Divide

% Remainder
<< Shift left

>> Shift right

& Bitwise AND
| Bitwise OR

A Bitwise XOR
&& Logica AND

| Logical OR

= Assignment

*=  Assign product

/= Assign quotient
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%= Assign remainder (modulus)
+=  Assign sum

-= Assign difference
<<= Assign left shift

>>=  Assign right shift
&= Assign bitwise AND
|= Assign bitwise OR
A= Assign bitwise XOR
< Less than

> Greater than

<=  Lessthan or equa to

>=  Greater than or equal to

== Equad to
I= Not equal to
Direct component selector
-> Indirect component selector
a? “lf aistrue then x; dsey”
X:y

[] Define arrays
() Parentheses isolate conditions and expressions.

Ellipsis are used in formal parameter lists of function prototypes to show a
variable number of parameters or parameters of varying types.

To illustrate some commonly used operators, consider the following short program:
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Normally, when incrementing the value of a variable, you would write something like:

C also provides the incrementa operator ++ so that you can write:

Similarly, you can decrement the value of avariable using --, asin:

All the other mathematical operators may be used the same; therefore, in a C program, you can write
in shorthand:

NORMAL C
X=x+1 X++
Xx=x-1 X--
X=X*2 X*=2

X=xly XI=y

X=X%5 X%=5
Functions

Functions are source code procedures that comprise a C program. They follow this general form:

The return_type specifies the data type that will be returned by the function: char, int, double, void,
and so on. The code within a C function isinvisible to any other C function; jumps may not be made
from one function into the middle of another, although functions may call upon other functions.
Also, functions cannot be defined within functions, only within source modules.

Parameters may be passed to a function either by value or by reference. If a parameter is passed by
value, then only a copy of the current value of the parameter is passed to the function. A parameter
passed by reference, however, is a pointer to the actual parameter, which may then be changed by the
function. The following example passes two parameters by value to a function, funca( ), which
attempts to change the value of the variables passed to it. It then passes the same two parameters by
reference to funcb( ), which also attempts to modify their values:
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/* This function receives two paraneters by value, x and y */

X
y

X * 2;
y © 2

printf ("\nValue of x in funca() % value of y in funca() %", X,y

),

return(x);
}
I nt funcb(int *x, int *y)
{
/* This function receives tw paraneters by reference, x and y */
Xy = *y * 2’
*y - *y * 2;

printf ("\nValue of x in funcb() % value of y in funcb() %", *x,
*y);
return(*x);

}

mai n()

b
int Xx;
int vy,

int z;

S;
-

1

<
Il

funca(x,vy);
funchb( &, &) ;

z

printf ("\nValue of x %d value of y %l value of z %", Xx,vy, z);

Here, funcb( ) does not change the values of the parameters it receives; rather, it changes the contents
of the memory addresses pointed to by the received parameters. While funca( ) receives the values of
variables x and y from function main( ), funchb( ) receives the memory addresses of the variables x
and y from function main( ).

Passing an Array to a Function

The following program passes an array to a function, funca( ), which initializes the array elements:
#i ncl ude <stdi o. h>

void funca(int Xx[])

{

int n;
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The parameter of funca( ), int x[ ] isdeclared to be an array of any length. This works because the
compiler passes the address of the start of the array parameter to the function, rather than the value of
the individual elements. This does, of course, mean that the function can change the value of the
array elements. To prevent a function from changing the values, you can specify the parameter as
type const:

Thiswill generate a compiler error at the line that attempts to write a value to the array. However,
specifying a parameter to be const does not protect the parameter from indirect assignment, as the
following program illustrates:
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Passing Parametersto main()

C dlows parameters to be passed from the operating system to the program when it starts executing
through two parameters, argc and argv[ |, asfollows:

The parameter argc holds the number of parameters passed to the program; and the array argv| ]
holds the addresses of each parameter passed; argv[0] is always the program name. This feature may
be put to good use in applications that need to access system files. Consider the following scenario:
A simple database application stores its datain asingle file called data.dat. The application needs to
be created so that it may be stored in any directory on either a floppy diskette or a hard disk, and
executed both from within the host directory and through a DOS search path. To work correctly, the
application must always know where to find the data file data.dat. This can be solved by assuming
that the data file will be in the same directory as the executable module, a not unreasonable
restriction to place upon the operator. The following code fragment illustrates how an application
may apply this algorithm to be aways able to locate a desired system file:

235



In practice, this code creates a string in system file_namethat is composed of pathdata.dat. So if, for
example, the executable file is called test.exe, and resides in the directory\borlandc, then
system file_namewill be assigned with \borlandc\data.dat.

Returning from a Function

The return command is used to return immediately from a function. If the function is declared with a
return data type, then return should be used with a parameter of the same data type.

Function Prototypes

Prototypes for functions allow the C compiler to check that the type of data being passed to and from
functions is correct. This is very important to prevent data overflowing its allocated storage space
into other variables areas. A function prototype is placed at the beginning of the program, after any
preprocessor commands, such as #include <stdio.h>, and before the declaration of any functions.

C Preprocessor Commands

In C, commands to the compiler can be included in the source code. Called preprocessor commands,
they are defined by the ANSI standard to be:

#f
#ifdef
#ifndef
#else
#dif
#endif
#include
#define
#undef
#line
Herror
#pragma

All preprocessor commands start with a hash, or pound, symbol (#), and must be on a line on their
own (although comments may follow). These commands are defined in turn in the following
subsections.

#define

The #define command specifies an identifier and a string that the compiler will substitute every time
it comes across the identifier within that source code module. For example:

The compiler will replace any subsequent occurrence of FALSE with 0, and any subsequent
occurrence of TRUE with 0. The substitution does not take place if the compiler finds that the
identifier is enclosed by quotation marks; therefore:
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would not be replaced, but

would be.
The #define command can aso be used to define macros that may include parameters. The

parameters are best enclosed in parentheses to ensure that correct substitution occurs. This example
declares a macro, larger(),that accepts two parameters and returns the larger of the two:

#Herror

The #error command causes the compiler to stop compilation and display the text following the
#error command. For example:

will cause the compiler to stop compilation and display:

#include

The #include command tells the compiler to read the contents of another source file. The name of the
source file must be enclosed either by quotes or by angular brackets:

Generdly, if the filename is enclosed in angular brackets, the compiler will search for the filein a
directory defined in the compiler’s setup.

#f, #else, #elif, #endif

The #if set of commands provide conditional compilation around the general form:
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The #dlif commands stands for #else if, and follows the form:

#ifdef, #ifndef

These two commands stand for #if defined and #if not defined, respectively, and follow the genera
form:

where macro_name is an identifier declared by a #define statement.
#undef

The #undef command undefines a macro previously defined by #define.
#liine

The #line command changes the compiler-declared global variables  LINE__and __ FILE . The
general form of #lineis:

where number is inserted into the variable  LINE __ and ‘‘filename” isassignedto _ FILE .
#pragma
This command is used to give compiler-specific commands to the compiler.

Program Control Statements

As with any computer language, C includes statements that test the outcome of an expression. The
outcome of the test is either TRUE or FALSE. C defines a value of TRUE as nonzero, and FALSE as
zexro.

Selection Statements

The general-purpose selection statement is “if,” which follows the general form:
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where statement may be a single statement or a code block enclosed in curly braces (the else is
optional). If the result of the expression equates to TRUE, then the statement(s) following the if( )
will be evaluated. Otherwise the statement(s) following the else will be evaluated.

An dternative to the if... .else combination is the ?: command, which takes the following form:

If the expression evaluates to TRUE, then the true _expression will be evaluated; otherwise, the
false expression will be evaluated. In this case, we get:

C also provides a multiple-branch selection statement, switch, which successively tests a value of an
expression against alist of values, then branches program execution to the first matchfound. The
general form of switch is:
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Switch statements may be nested within one another.

Iteration Statements

C provides three looping, or iteration, statements: for, while, and do-while. The for loop has the
genera form:

and is useful for counters, such asin this example that displays the entire ASCII character set:

An infinite for loop is also valid:

Also, C alows empty statements. The following for loop removes leading spaces from a string:

Notice the lack of an initializer, and the empty statement following the loop.

The while loop is somewhat ssmpler than the for loop; it follows the genera form:
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The statement following the condition or statements enclosed in curly braces will be executed until
the condition is FALSE. If the condition is FAL SE before the loop commences, the loop statements
will not be executed. The do-while loop, on the other hand, is always executed at least once. It takes
the general form:

Jump Statements

The return statement is used to return from a function to the caling function. Depending upon the
declared return data type of the function, it may or may not return a value:

or

The break statement is used to break out of aloop or from a switch statement. In aloop, it may be
used to terminate the loop prematurely, as shown here:

In contrast to break is continue, which forces the next iteration of the loop to occur, effectively
forcing program control back to the loop statement. C provides a function for terminating the
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program prematurely with exit( ). Exit( ) may be used with a return value to pass back to the calling
program:

Continue

The continue keyword forces control to jump to the test statement of the innermost loop (while, do...
while( )). This can be useful for terminating a loop gracefully, asin this program that reads strings
from afile until there are no more;

Keep in mind that, with afor( ) loop, the program will continue to pass control back to the third
parameter.

I nput and Output
Input

Input to a C program may occur from the console, the standard input device (unless otherwise
redirected), from a file or data port. The general inpu command for reading data from the standard
input stream stdin is scanf( ). Scanf( ) scans a series of input fields, one character at a time. Each
field is then formatted according to the appropriate format specifier passed to the scanf( ) function, as
a parameter. This field is then stored at the ADDRESS passed to scanf( ), following the format
specifier’slist. For example, the following program will read a single integer from the stream stdin:
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Notice the address operator and the prefix to the variable name x in the scanf( ) parameter list. The
reason for this is because scanf( ) stores values at ADDRESSES, rather than assigning values to
variables directly. The format string is a character string that may contain three types of data
whitespace characters (space, tab, and newline), nonwhitespace characters (all ASCII characters
except the percent symbol--%), and format specifiers. Format specifiers have the general form:

Notice the include line—#include <stdio.h>: this tells the compiler to also read the file stdio.h, which
contains the function prototypes for scanf( ) and printf (). If you type in and run this sample
program, you will see that only one name can be entered.

An dternative input function is gets( ), which reads a string of characters from the stream stdin until
a newline character is detected. The newline character is replaced by a null (O byte) in the target
string. This function has the advantage of allowing whitespace to be read in. The following program
isamodification to the earlier one, using gets( ) instead of scanf( ):
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Output

The most common output function is printf (). Printf( ) is very similar to scanf( ) except that it writes
formatted data out to the standard output stream stdout. Printf( ) takes a list of output data fields,
applies format specifiers to each, and outputs the result. The format specifiers are the same as for
scanf( ), except that flags may be added. These flags include:

- L eft-justifies the output padding to the right with spaces.
+ Causes numbers to be prefixed by their sign.

The width specifier is also dightly different for printf( ): its most useful form is the precision
specifier:

width.precision

So, to print afloating-point number to three decimal places, you would use:

The following are special character constants that may appear in the printf( ) parameter list:

\n  Newline

\r  Carriagereturn

\t Tab

\b  Sound the computer’s bell
\f  Formfeed

\v  Vertica tab

\\  Backslash character
\' Single quote
\" Double quote
\?  Question mark
\O Octal string
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\x  Hexadecimal string

The following program shows how a decimal integer may be displayed as a decimal, hexadecimal, or
octal integer. The 04 following the percent symbol (%) in the printf () format tells the compiler to
pad the displayed figure to a width of at least four digits:

Functions associated with printf () include fprintf( ), with prototype:

This variation on printf () smply sends the formatted output to the specified file stream.

Another associated function is sprintf( ); it has the following prototype:

An dternative to printf () for outputting asimple string to the stream stdout is puts( ). This function
sends a string to the stream stdout, followed by a newline character. It is faster than printf( ), but far
less flexible.

Direct Console /O

Data may be sent to and read from the console (keyboard and screen), using the direct console 1/0
functions. These functions are prefixed by the letter c; thus, the direct console 1/0 equivalent of

printf () is cprintf( ), and the equivalent of puts() is cputs( ). Direct console I/O functions differ from
standard 1/0 functions in that:

They do not make use of the predefined streams, and hence may not be redirected.

They are not portable across operating systems (for example, you can’t use direct console 1/0
functions in a Windows program).

They are faster than their standard /O equivaents.

They may not work with all video modes (especialy VESA display modes).
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Pointers

A pointer is a variable that holds the memory address of an item of data. A pointer is declared like an
ordinary variable, but its name is prefixed by an asterisk (*), asillustrated here:

This example declares the variable p to be a pointer to a character variable.

Pointers are very powerful, and similarly dangerous, because a pointer can be inadvertently set to
point to the code segment of a program, and then some value can be assigned to the address of the
pointer. The following program illustrates a ssmple pointer application:

Pointers may be incremented and decremented and have other mathematics applied to them as well.
Pointers are commonly used in dynamic memory allocation. When a program is running, it is often
necessary to temporarily allocate a block of datain memory. C provides the function malloc( ) for
this purposg; it follows the general form:

Here, malloc( ) actually returns a void pointer type, which means it can be any type—integer,
character, floating point, and so on. This example alocates a table in memory for 1,000 integers:
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/* Check to see if the nmenory allocation succeeded */
i f (x == NULL)
{

printf("\nUnable to allocate a 1000 el ement integer table");
exit(0);
}

/* Assign values to each table el enent */
for(n = 0; n < 1000; n++)
{

*X = n;

X++:

}

/* Return x to the start of the table */
X -= 1000;

/* Display the values in the table */
for(n = 0; n < 1000; n++){
printf("\nEl ement % holds a val ue of %", n, *x);
X++;
}
/* Deal |l ocate the block of nmenory nowit's no longer required */
free(x);

}

Pointers are also used with character arrays, caled strings. Since all C program strings are
terminated by a zero byte, we can count the letters in a string using a pointer:

#i ncl ude <stdi o. h>
#i ncl ude <string. h>

mai n()

{

char *p;
char text[100];
int |en;

/* Initialize variable "text' with sone witing */
strcpy(text,"This is a string of data");

/* Set variable p to the start of variable text */
p = text;

/[* Initialize variable len to zero */
len = 0;

/* Count the characters in variable text */
whi |l e(*p)
{

| en++;
p++;
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To address IMB of memory, a 20-bit nhumber is composed of an offset and a 64KB segment. The
IBM PC uses special registers called segment registers to record the segments of addresses. This
introduces the C language to three new keywords. near, far, and huge.

Near pointers are 16 bits wide and access only data within the current segment.

Far pointers are composed of an offset and a segment address, alowing them to access data
anywhere in memory.

Huge pointers are a variation of the far pointer and can be successfully incremented and
decremented through the entire 1 MB range (since the compiler generates code to amend the
offset).

It will come as no surprise that code using near pointers executes faster than code using far pointers,
which in turn is faster than code using huge pointers. To give a litera address to a far pointer, C
compilers provide a macro, MK -FP( ), which has the prototype:

Structures

C provides the means to group variables under one name, thereby providing a convenient means of
keeping related information together and forming a structured approach to data. The general form for
astructure definition is:

When accessing data files with a fixed record structure, the use of a structure variable becomes
essential. The following example shows a record structure for a very smple name and address file. It
declares a data structure called data, composed of six fields: name, address, town, county, post, and
telephone:
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Theindividua fields of the structure variable are accessed via the following general format:

structure variable.field_name;

There is no limit to the number of fields that may comprise a structure, nor do the fields have to be of
the same types, for example:

This example declares a structure, dp, that is composed of a character array field, an integer field,
and a character pointer field. Structure variables may be passed as a parameter by passing the address
of the variable as the parameter with the ampersand (&) operator. The following is an example

program that makes use of a structure to provide basic access to the data in a smple name and
address file:
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voi d OPENDATA(voi d);
i nt SEARCH( voi d);

void CLS()
{

int n;

for(n = 0; n < numlines; n++)

puts("");
}
voi d FATAL(char *error)
{
printf("\nFATAL ERROR 9", error);
exit(0);
}
voi d OPENDATA()
{

[* Check for existence of data file and if not create it */
/* otherwi se open it for reading/ witing at end of file */

handl e = open("address. dat", O RDWR O APPEND, S | WRI TE)
if (handle == -1)

handl e = open("address. dat", O RDWR O CREAT, S | WRI TE)
if (handle == -1)
FATAL("Unabl e to create data file");
}
}

voi d GETDATA()

{

/* CGet address data fromoperator */
CLS() ;

printf("Name ");

get s(record. nane) ;
printf("\nAddress ");
gets(record. address);
printf("\nTown ");
gets(record.town);
printf("\nCounty ");
gets(record. county);
printf("\nPost Code ");
get s(record. post);
printf("\nTel ephone ");
gets(record. tel ephone);

}

voi d DI SPDATA()
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/* Display address data */
char text[5];

CLS() ;

printf("Nane %", record. nane);
printf("\nAddress 9", record. address);
printf("\nTown %", record.town);
printf("\nCounty %", record. county);
printf("\nPost Code %", record. post);
printf("\nTel ephone %\ n\n", record.tel ephone);

puts("Press RETURN to continue");
gets(text);

}
void ADD REC()
{
/* Insert or append a new record to the data file */
int result;
result = wite(handl e, & ecord, si zeof (data));
if (result == -1)
FATAL("Unable to wite to data file");
}
i nt SEARCH()
{

char text[100];
int result;

printf("Enter data to search for ");
get s(text);
if (*text == 0)
return(-1);

/* Locate start of file */
| seek( handl e, 0, SEEK SET) ;

do
{

/* Read record into nenory */
result = read(handl e, & ecord, si zeof (data));
if (result > 0)

{

/* Scan record for matching data */

i f (strstr(record.nane,text) != NULL)
return(l);

I f (strstr(record. address,text) != NULL)
return(l);

i f (strstr(record.town,text) != NULL)
return(l);

I f (strstr(record.county,text) != NULL)
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return(l);
I f (strstr(record. post,text) != NULL)
return(l);
if (strstr(record.tel ephone,text) !'= NULL)
return(l);
}
}
while(result > 0);
return(0);

}

voi d MENU()
{

i nt option; <br char text[10];

do

{
CLS();
puts("\n\t\t\tSel ect Option");
puts("\n\n\t\t\t1l Add new record");
puts("\n\n\t\t\t2 Search for data");
puts("\n\n\t\t\t3 Exit");
puts("\n\n\n\n\n");
gets(text);
option = atoi (text);

swi t ch(option)

case 1 : GCGETDATA();
/* Go to end of file to append new record */
| seek( handl e, 0, SEEK _END) ;
ADD_REC() ;
br eak;

case 2 : if (SEARCH())
Dl SPDATA() ;
el se

{
put s("NOT FOUND! ") ;

puts("Press RETURN to conti nue");
gets(text);

}

br eak;

case 3 : break;
}
}
whi l e(option !'= 3);
}

void mai n()

{
CLS()
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Bit Fidds
C dlows the inclusion of variables with a size of fewer than 8 bits in structures. These variables are

known as bit fields, and may be any declared size from 1 bit upward. The general form for declaring
abit field is as follows:

For example, to declare a set of status flags, each occupying 1 bit:

The variable flags, then occupies only 4 bits in memory, yet is composed of four variables that may
be accessed like any other structure field.

Unions
Another facility provided by C for the efficient use of available memory is the union structure, a

collection of variables that all share the same memory storage address. As such, only one of the
variables is accessible at a given time. The general form of a union definition is shown here;

Enumerations

An enumeration assigns ascending integer values to alist of symbols. An enumeration declaration
takes the following form:

To define asymboal list of colors, you can use:
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Filel/O

C provides buffered file streams for file access. Some C platforms, such as UNIX and DOS, provide
unbuffered file handles as well.

Buffered Streams

Buffered streams are accessed through a variable of type file pointer. The data type FILE is defined
in the header file stdio.h. Thus, to declare afile pointer, you would use:

To open a stream, C provides the function fopen( ), which accepts two parameters, the name of the
file to be opened and the access mode for the file to be opened with. The access mode may be any

one of the following:

MODE DESCRIPTION

r Open for reading.

w Create for writing, destroying any existing file.

a Open for append; create a new file if it doesn’t
exist.

r+ Open an existing file for reading and writing.

w+ Create for reading and writing; destroy any
existing file.

at Open for append; create a new file if it doesn’t
exist.

Optionally, either b or t may be appended for binary or text mode. If neither is appended, the file
stream will be opened in the mode described by the global variable, fmode. Data read or written
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from file streams opened in text mode endures conversion; that is, the characters CR and LF are
converted to CR LF pairs on writing, and the CR LF pair is converted to asingle LF on reading. File
streams opened in binary mode do not undergo conversion.

If fopen( ) fails to open the file, it returns a value of NULL (defined in stdio.h) to the file pointer.

Thus, the following program will create a new file called data.txt, and open it for reading and
writing:

To close a stream, C provides the function fclose( ), which accepts the stream’ s file pointer as a
parameter:

If an error occurs in closing the file stream, fclose( ) returns nonzero. There are four basic functions
for receiving and sending data to and from streams: fgetc( ), fputc( ), fgets( ) and fputs( ). The fgetc(
) function smply reads a single character from the specified input stream:

Its opposite is fputc( ), which smply writes a single character to the specified input stream:

The fgets( ) function reads a string from the input stream:

It stops reading when either numbytes—1 bytes—have been read, or a newline character isread in. A
null- terminating byte is appended to the read string, s. If an error occurs, fgets( ) returns NULL.

The fputs( ) function writes a null-terminated string to a stream:

Except for fgets( ), which returns a NULL pointer if an error occurs, all the other functions described
return EOF (defined in stdio.h), if an error occurs during the operation. The following program
creates a copy of the file data.dat as data.old and illustrates the use of fopen( ), fgetc( ), fputc( ), and

fclose():
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To close astream, C provides the function fclose( ), which accepts the stream’s file pointer as a
parameter:

If an error occurs in closing the file stream, fclose( ) returns nonzero. There are four basic functions
for recelving and sending data to and from sreams: fgetc( ), fputc( ), fgets( ) and fputs( ). The fgetc(
) function ssimply reads a single character from the specified input stream:

Its opposite is fputc( ), which simply writes a single character to the specified input stream:

The fgets( ) function reads a string from the input stream:

It stops reading when either numbytes—1 bytes—have been read, or a newline character isread in. A
null- terminating byte is appended to the read string, s. If an error occurs, fgets( ) returns NULL.

The fputs( ) function writes a null-terminated string to a stream:

Except for fgets( ), which returns a NULL pointer if an error occurs, al the other functions described
return EOF (defined in stdio.h), if an error occurs during the operation. The following program
creates a copy of the file data.dat as data.old and illustrates the use of fopen( ), fgetc( ), fputc( ), and

fclose():
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Here, fseek(') repositions a file pointer associated with a stream previously opened by a call to fopen(
). The file pointer is positioned numbytes from the location fromwhere, which may be the file
beginning, the current file pointer position, or the end of the file, symbolized by the constants
SEEK_SET, SEEK_CUR, and SEEK_END, respectively. If a call to fseek( ) succeeds, a value of O
is returned. The ftell( ) function is associated with fseek( ), which reports the current file pointer
position of a stream, and has the following functional prototype:

The ftell( ) function returns either the position of the file pointer, measured in bytes from the start of
thefile, or -1 upon an error occurring.

Handles

File handles are opened with the open( ) function, which has the prototype:

If open( ) is successful, the number of the file handle is returned; otherwise, open( ) returns -1. The
access integer is comprised from bitwise OR-ing together of the symbolic constants declared in
fentl.h. These vary from compiler to compiler and may be:

O_APPEND If s¢t, the file pointer will be set to the end of the file prior to
each write.

O_CREAT If thefile does not exist, it is created.
O_TRUNC Truncates the existing file to alength of O bytes.
O_EXCL Used with O_CREAT.

O_BINARY Opensthefilein binary mode.

O_TEXT Opens file in text mode.

Once afile handle has been assigned with open( ), the file may be accessed with read( ) and write( ).
Read() has the function prototype:

It attempts to read num_bytes, and returns the number of bytes actually read from the file handle,
handle, and stores these bytes in the memory block pointed to by buf. Write( ) is very similar to read(
), and has the same function prototype, and returnvalues, but writes num_bytes from the memory
block pointed to by buf. Files opened with open( ) are closed using close( ), which uses the function
prototype:

The closg( ) function returns 0 on successes, and -1 if an error occurs during an attempt.

Random access is provided by Iseek( ), which is very similar to fseek( ), except that it accepts an
integer file handle as the first parameter, rather than a stream FILE pointer. This example uses file
handles to read data from stdin (usually the keyboard), and copies the text to a new file called
data.txt:
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Advanced Filel/O

The ANSI standard on C definesfile 1/0 by way of file streams, and defines various functions for
file access. The fopen( ) function has the prototype:

Here, fopen( ) attempts to open a stream to a file name in a specified mode. If successful, aFILE
type pointer is returned to the file stream. If the call fails, NULL is returned. The mode string can be
oneof the following:

DESCRIPTION
MODE

R Open for reading only.
wW Create for writing; overwrite any existing file with the same name.

A Open for append (writing at end of file) or create the fileif it
does not exist.

r+ Open an existing file for reading and writing.
w+ Create a new file for reading and writing.

at Open for append with read and write access.

The fclose( ) function is used to close a file stream previously opened by a call to fopen( ) and has
the prototype:

int fclose (FILE *fp);
When a call to fclose( ) is successful, all buffers to the stream are flushed, and a value of O is
returned. If the call fails, fclose( ) returns EOF.
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Many host computers, use buffered file access; that is, when writing to a file stream, the data is
stored in memory and only written to the stream when it exceeds a predefined number of bytes. A
power failure that occurs before the data has been written to the stream will result in data loss, so the
function fflush( ) can be called to force all pending data to be written; fflush( ) has the prototype:

int fflush(FILE *fp);

When a call to fflush( ) is successful, the buffers connected with the stream are flushed, and a value
of 0 is returned. On failure, fflush( ) returns EOF. The location of the file pointer connected with a
stream can be determined with the function ftell( ), which has the prototype:

long int ftell(FILE *fp);

Here, ftell( ) returns the offset of the file pointer in bytes from the start of the file, or -1L if the call
falls. Similarly, you can move the file pointer to a new position with fseek( ), which has the
prototype:

int fseek(FILE *fp, long offset, int from_what_place);

The fseek( ) function attempts to move the file pointer, fp, offset bytes from the position
““from_what_place,” which is predefined as one of the following:

SEEK_SET The beginning of the file
SEEK _CUR The current position of the file pointer
SEEK_END End of file

The offset may be a positive value, to move the file pointer on through the file, or negative, to move
backward. To move a file pointer quickly back to the start of afile, and to clear any references to
errors that have occurred, C provides the function rewind( ), which has the prototype:

Here, rewind(fp) is similar to fseek(fp,0L,SEEK_SET) in that they both set the file pointer to the
start of the file, but where fseek( ) clears the EOF error marker, rewind( ) clears al error indicators.
Errors occurring with file functions can be checked with the function ferror( ):

The ferror( ) function returns a nonzero value if an error has occurred on the specified stream. After
checking ferror() and reporting any errors, you should clear the error indicators; and this can be done
by acall to clearerr( ), which has the prototype:

The condition of reaching end of file (EOF) can be tested for with the predefined macro feof( ),
which has the prototype:

The feof( ) macro returns a nonzero vaue if an end-of-file error indicator was detected on the
specified file stream, and zero, if the end of file has not yet been reached.
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Reading data from a file stream can be achieved using severa functions. A single character can be
read with fgetc( ), which has the prototype:

Here, fgetc( ) returns either the character read and converted to an integer or EOF if an error
occurred. Reading a string of data is achieved with fgets( ), which attempts to read a string
terminated by a newline character; it has the prototype:

A successful call to fgets( ) results in a string being stored in s that is either terminated by a newline
character or that is n1 characters long. The newline character is retained by fgets( ), and a null byte
is appended to the string. If the call fails, a NULL pointer is returned. Strings may be written to a
stream using fputs( ), which has the prototype:

The fputs( ) function writes al the characters, except the null-terminating byte, in the string s to the
stream fp. On success, fputs( ) returns the last character written; on failure, it returns EOF. To write a
single character to a stream, use fputc( ), which has the prototype:

If this procedure is successful, fputc( ) returns the character written; otherwise, it returns EOF.

To read alarge block of data or a record from a stream, you can use fread(), which has the prototype:

The fread( ) function attempts to read n items, each of length size from the file stream fp, into the
block of memory pointed to by ptr. To check the success or failure status of fread( ), use ferror( ).

The sister function to fread( ) is fwrite( ); it has the prototype:

This function writes n items, each of length size, from the memory area pointed to by ptr to the
specified stream fp.

Formatted input from a stream is achieved with fscanf(); it has prototype:

The fscanf( ) function returns the number of fields successfully stored, and EOF on end of file. This
short example shows how fscanf( ) is quite useful for reading numbers from a stream:
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int b;
int c;
int d;
int e;
char text[100];

fp = fopen("data.txt","w");

if(1fp)
{

perror("Unable to create file");
exit(0);
}

fprintf(fp,"1 2 3 4 5\"Aline of nunbers\"");
fflush(fp);

if (ferror(fp))

{
fputs("Error flushing streant, stderr);

exit(1);
}

rewi nd(fp);
if (ferror(fp))
{

fputs("Error rewind streant, stderr);
exit(1);
}

fscanf (fp," "% % %d % % 9%", &, &b, &c, &d, &e, t ext);
if (ferror(fp))
{

fputs("Error reading fromstreant, stderr);
exit(1);
}

printf ("\'nfscanf() returned % % % % % %", a,b,c,d, e, text);
}

As you can see from the example, fprintf( ) can be used to write formatted data to a stream. If you
wish to store the position of a file pointer on a stream, and then later restore it to the same position,
you can use the functions fgetpos( ) and fsetpos( ): fgetpos( ) reads the current location of the file
pointer, and has the prototype:

i nt fgetpos(FILE *fp, fpos_t *pos);
The fsetpos( ) function repositions the file pointer, and has the prototype:
I nt fsetpos(FILE *fp, const fpos_t *fpos);

Here, fpos t is defined in stdio.h. These functions are more convenient than doing an ftell( )
followed by an fseek( ).
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An open stream can have a new file associated with it, in place of the existing file, by using the
function freopen( ), which has the prototype:

The freopen( ) function closes the existing stream, then attempts to reopen it with the specified
filename. Thisis useful for redirecting the predefined streams stdin, stdout, and stderr to afile or
device. For example, if you wish to redirect all output intended to stdout (usually the host compuer’s
display device) to a printer, you might use:

Predefined 1/0 Streams

There are three predefined 1/0 streams: stdin, stdout, and stderr. The streams stdin and stdout default
to the keyboard and display, respectively, but canbe redirected on some hardware platforms, such as
the PC and under UNIX. The stream stderr defaults to the display, and is not usually redirected by
the operator. It can be used for the display of error messages even when program output has been
redirected:

The functions printf () and puts( ) forward data to the stream stdout and can therefore be redirected
by the operator of the program; scanf( ) and gets() accept input from the stream stdin.

As an example of file I/O with the PC, consider the following short program that does a hex dump of
a specified file to the predefined stream, stdout, which may be redirected to afile using:
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fprintf(stderr,"\nERROR Unable to open %\n",argv[1]);
return(l);

}

fprintf(stdout,"\nDUMP CF FILE %\n\n", strupr(argv[1]));
counter = 0;

whi | e( 1)

{
[* Set buffer to zero bytes */
menset (v1, 0, 20) ;

/* Read buffer fromfile */
X = _read(f1, &1, 16);

/[* x will be 0 on ECF or -1 on error */
if (x <1)
br eak;

/[* Print file offset to stdout */
fprintf(stdout,"%6d(%05x) ", counter,counter);

counter += 16;

[* print hex values of buffer to stdout */
for(n = 0; n < 16; n++)
fprintf(stdout,"%2x ",vl[n]);

[* Print ascii values of buffer to stdout */
for(n = 0; n < 16; n++)
{
if ((vl[n] > 31) && (vl[n] < 128))
fprintf(stdout,"%",vl[n]);
el se
fputs(".",stdout);
}

/[* Finish the line with a newline */
fputs("\n", stdout);
}

[* successful term nation */
return(0);

}
Strings

The C language has one of the most powerful string-handling capabilities of any general-purpose
computer language. A string is a single dimension array of characters terminated by a zero byte.
Strings may be initialized in two ways, either in the source code where they may be assigned a
constant value, asin:
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or at runtime by the function strcpy( ), which has the function prototype:

The strepy( ) function copies the source string into the destination location, as in the following
example:

C also alows direct access to each individual byte of the string:

Some C compilers include functions to convert strings to upper- and lowercase, but these functions
are not defined in the ANSI standard. However, the ANSI standard does define the functions
toupper( ) and tolower( ) that return an integer parameter converted to upper- and lowercase,
respectively. By using these functions, you can create our own ANSI-compatible versions:
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whi | e(*p)
{

*p = toupper(*p);

p++;
}
}
void strlw (char *source)
{
char *p;
p = source;
whi | e(*p)
{
*Pp = tolower(*p);
p++;
}
}
I nt main()
{
char name[ 50] ;
strcpy(nane, "Servil e Software");
printf("\nName equals %", nane);
st rupr (nane);
printf("\nName equals %", nane);
strlw (nane);
printf("\nNanme equal s %", nane);
}

C does not impose a maximum string length, unlike other computer languages. However, some
CPUs impose restrictions on the maximum size of a memory block. An example program to reverse
all the charactersin astring is:

#i ncl ude <stdi o. h>
#i ncl ude <string. h>

char *strrev(char *s)

{

/* Reverses the order of all characters in a string except the nu
I */

/[* termnating byte */

char *start;

char *end

char tnp;

/* Set pointer 'end to last character in string */
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end = s + strlen(s) - 1;

/* Preserve pointer to start of string */
start = s;

/* Swop characters */
whi | e(end >= s)

{
tnp = *end;
*end = *s;
*s = tnp,
end- - ;
S++;

}

return(start);

}
mai n()
{
char text[100];
char *p;
strcpy(text,"This is a string of data");

p = strrev(text);

printf("\n%", p);
}

strtok()

The function strtok( ) is a very powerful standard C feature for extracting substrings from within a
single string. It is used when the substrings are separated by known delimiters, such as the commas
in the following example:

#i ncl ude <stdi o. h>
#i ncl ude <string. h>

mai n()

char dat a[ 50];
char *p;

st rcpy(dat a, " RED, ORANGE, YELLOW GREEN, BLUE, | NDI GO, VI OLET") ;

p = strtok(data,",");
whi | e(p)

put s(p);
p = strtok(NULL,",");

}
}

A variation of this program can be written with a for( ) loop:
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#i ncl ude <stdi o. h>
#i ncl ude <string. h>

mai n()

char dat a[ 50];
char *p;

strcpy(dat a, " RED, ORANGE, YELLOW GREEN, BLUE, | NDI GO, VI OLET") ;

for(strtok(data,","); p; p = strtok(NULL,","))

{
.putS(p);

}

Initially, you call strtok( ) with the name of the string variable to be parsed, and a second string that
contains the known delimiters. Strtok( ) then returns a pointer to the start of the first substring and
replaces the first token with a zero delimiter. Subsequent calls to strtok( ) can be made in a loop,
passing NULL as the string to be parsed; strtok( ) will return the subsequent substrings. Since strtok(
) can accept numerous delimiter characters in the second parameter string, you can use it as the basis
of a simple word-counting program:

#i ncl ude <stdi o. h>
#i ncl ude <stdlib. h>
#i ncl ude <string. h>

void main(int argc, char *argv[])
{

FI LE *fp;

char buffer[ 256];

char *p;

| ong count;

if (argc !'= 2)
fputs("\nNnERROR Usage is wordcnt <file>\n",stderr);

exit(0);
}

/* pen file for reading */
fp = fopen(argv[1],"r");

/* Check the open was okay */

if (!'fp)

{
fputs("\NnERROR Cannot open source file\n",stderr);
exit(0);

}

/* Initialize word count */

count = O;

do
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/* Read a line of data fromthe file */
fgets(buffer, 255,fp);

/* check for an error in the read or EOF */
i f (ferror(fp) || feof(fp))
conti nue;

/* count words in received line */
/* Words are defined as separated by the characters */

[* \t(tab) \n(newline) , ; : . ! ?2 () - and [space] */
p = strtok(buffer,"\t\n,;:.12()- ");
whi | e(p)
{
count ++;
p = strtok(NULL, "\t\n,;:.1?2()- ");
}

}
while(!ferror(fp) & !'feof (fp));

/* Finished reading. Was it due to an error? */
if (ferror(fp))

{
fputs("\NnERROR. Readi ng source file\n",stderr);

fcl ose(fp);
exit(0);
}

/* Reading finished due to ECF, quite valid so print count */
printf("\nFile % contains %d words\n", argv[1], count);
fclose(fp);

}

Converting Numbers To and From Strings

All C compilers provide a facility for converting numbers to strings such as sprintf( ). However,
sprintf( ) is a multipurpose function, meaning that it is large and dow. The function ITOS( ) can be
used instead, as it accepts two parameters, the first being a signed integer and the second being a
pointer to a character string. It then copies the integer into the memory pointed to by the character
pointer. As with sprintf( ), ITOS( ) does not check that the target string is long enough to accept the
result of the conversion. An example function for copying a signed integer into a string would be:

void I TOS(long x, char *ptr)
{

/* Convert a signed decinmal integer to a string */

long pt[9] = { 100000000, 10000000, 1000000, 100000, 10000, 1000
, 100, 10, 1} ;
int n;

/* Check sign */
if (x < 0)
{
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To convert a string into a floating-point number, C provides two functions: atof( ) and strtod( ); atof 